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Abstract

Why are norms unduly sensitive to categorical distinctions compared to continuous variation? For in-
stance, the norm against the use of chemical weapons considers the type of weapon used, not how much
suffering was caused; human rights are conditioned on membership in the species homo spaiens not on
an animal’s degree of sentience; norms promoting philanthropy emphasize donating, and are relatively
insensitive to the impact a donation will have. Here we present a game theoretic model, which explains
why it is easier for norms to be conditioned on categorical distinctions rather than on continuous vari-
ation. We explore the robustness of our results and present evolutionary simulations. Then, in a series
of experiments, we demonstrate that participants’ moral intuitions and willingness to sanction norm vi-
olations are influenced by categorical distinctions rather than by continuous variation. We show that the
reliance on categorical distinctions weakens when norm enforcement plays less of a role. We discuss
various applications, including territoriality, human rights, inefficient altruism, institutionalized racism,
and collusion.

Many norms and corresponding moral intuitions depend on categorical distinctions, even though one would

expect us to attend moreso to the underlying continuous variation. For instance, norms against the usage

of chemical and biological weapons depend on the category of weapon used, even though these norms are

presumably motivated by the desire to reduce wanton death or misery. Human rights are granted based on

species membership when one might think they would depend on sentience or ability to feel pain. Racist

norms, like the ‘one-drop rule’, often depend on the existence of a known black ancestor, and not the shade

of one’s skin, or the share of black ancestors. Prohibitions against stealing and murder primarily consider

whether another’s property was taken or the victim perished, and are relatively insensitive to the value of
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the item, neediness of the perpetrator, life-years lost, etc. Prescriptions to “do a good turn daily” consider

whether a dead was done, not how much good it led to.

Standard models of norms and of our corresponding moral intuitions [1–4], do not explain this seemingly

undue dependence on categorical distinctions. Such models typically share the characteristic that arbitrary

norms can be sustained, provided norm violators are sanctioned and sanctions are themselves incentivized

[2, 5, 6]. Why, of all the arbitrary norms that can be sustained in equilibrium, would we so frequently find

ourselves at categorical ones? This is even more puzzling once we incorporate mechanisms that select for

efficient norms, such as cultural group selection [5] or deliberative agents who rationally select among norms

[7]. Categorical norms are, necessarily, less efficient than norms that condition on continuous variables,

which would permit, e.g., the use of chemical weapons only when they are more effective or humane than

conventional ones, as Franklin Roosevelt’s military advisors argued was the case in Iwo Jima [8], or theft in

the case of a particularly needy thief, as prominent economists have advocated [9].

We propose the answer lies with the need for players to coordinate with respect to what counts as

a transgression, which is an implicit feature of standard models [1–4]. This makes it difficult to sustain

‘threshold norms’ in which a transgression is counted only when the continuous variable of interest exceeds

a certain threshold (e.g., only once the number of civilian casualties exceeds 100,000, or only if a thief did

not sufficiently need the item he or she stole) because when one believes the threshold has just barely been

crossed, one cannot be sufficiently sure others believe the same. This leads threshold norms to unravel, and

for norms that depend on categorical variables, which do not suffer the same fate, to arise in their place.

We will substantiate this proposition first with the help of a simple game theory model and then with

experimental evidence. The game theory model is adapted from the literature on Global Games [10, 11].

To gain a deeper sense of what our results depend on and how robust they are, we will consider various

extensions of our model, and present a general theorem that characterizes exact conditions on the distribution

of signals and payoffs under which threshold norms cannot be sustained. We will also present evolutionary

game theory simulations to demonstrate the instability of threshold norms, and the unraveling alluded to

above. Then, we will present evidence for our explanation from a series of experiments. In these, we

verify that norms and moral intuitions are (much) more sensitive to categorical distinctions than continuous

ones, and find that categorical distinctions are relatively more important when it comes to deterring future

transgressions or avoiding the opprobrium of others enforcing the norm. We also find that people are able to

rely on continuous variation when norm enforcement plays less of a role. Finally, we will discuss additional

applications and relate our results to the existing literature.

Theory

We now present a simple Bayesian Game [3] to formalize the above intuition (Fig 1), which we call ‘coor-

dination with private signals’. The game begins when a state of the world is chosen from a set of possible

states, according to some ‘prior’ probability. Players do not observe the state directly. Instead, they each

receive an independent signal, chosen from a set of possible signals, according to a distribution that de-
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pends on the state. Together, the states, signals, and their respective distributions are known as a state-signal

structure.

After observing their signal, players choose their action in a standard coordination game, which is meant

to characterize the need for players to coordinate on what they view as a transgression. In the coordination

game, each of two players chooses between two actions, which we label S and N . Each player gets payoff

a if she chooses S when the other also chooses S, b < a if she chooses S when the other does not choose

S, d if she chooses N when the other chooses N , and c < d if she chooses N when the other does not

choose N (Fig. 1a). The parameter p = (d − b)/(a − c + d − b) will prove useful. Its interpretation

is: if either player expects the other to play S with probability greater than p, then she prefers to play S

herself. We readily admit that the coordination game is an oversimplification of the real-world norms we are

modeling. We use it to capture an essential feature of sanctioning in norm enforcement models: it is worth

sanctioning (playing S) if and only if others expect you to. This is the case, for instance, if you are liable to

be sanctioned or exploited if others believe you witnessed a transgression that you did not sanction. This is

a common feature of norm enforcement (and of repeated games, more generally, that are used to model the

source of cooperative behavior) [1, 3, 4].

We assume payoffs are independent of states and signals. This assumption, is motivated by the fact that

‘third-parties’ pay costs to sanction others for norm violations, even though these costs are unaltered by the

violation [1–5, 12–14].

A strategy in the game specifies which action players will choose in this game for each signal they

might receive. We solve such models using the standard solution concept for such settings: Bayesian Nash

equilibria (BNE) [3]. BNE is an extension of Nash equilibria (NE) to settings with private information.

A strategy profile (specification of each players’ strategy) is said to be a NE if each player i’s strategy

maximizes her payoffs, taking as given that others, −i will play according to their specified strategy. When

there is private information, a strategy profile is said to be a BNE if each player’s strategy maximizes her

expected payoffs, given the signal she received and expects others to have received, applying Bayes’ Rule

as necessary.

The first state-signal structure we consider in detail models the possibility of receiving continuous sig-

nals (Fig. 1.b). For this, we assume the state of the world is randomly drawn from [0, 1] according to the

uniform distribution, and each player’s signal is independently distributed uniformly within ε > 0 of the

state. The state of the world might represent the proportion of civilians harmed by a despot and players’

signals might represent each country’s best assessment of this proportion.

For the continuous case, we consider strategy profiles in which players play according to one strategy

for all signals at or below some s̄ and another for all signals above it. These are intended to correspond to,

e.g., sanctioning only if one’s assessment of the harm caused by the despot exceeds a certain threshold. We

find that such ‘threshold’ strategies cannot be a BNE, except in the non-generic case where p = 0.5. To see

this, note that such a threshold strategy profile requires each player be indifferent when she observes s̄, but,

at s̄ each player believes the other player received a signal below or above s̄ with equal probability, and so

she expects the other to play S with probability exactly equal to .5, leaving them indifferent between playing
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S and N if and only if p = 0.5 (fig. ??a). In the S.I., we prove this result, in fact, holds for any continuous

distribution with symmetric posteriors.

The next state-signal structure we consider models the possibility of receiving categorical signals (Fig. 1.c).

Now, we assume the state is ω = 1 with probability q and 0 with probability 1− q. The players receive the

correct signal, S = ω, with probability 1 − ε, and the incorrect signal, S = 1 − ω, with probability ε. The

state of the world might represent whether the despot used chemical weapons on his citizens; again, players’

signals might represent each observer nation’s own intelligence assessment.

For this case, it can be a BNE for players to play S if and only if they receive signal S = 1 provided the

signals are sufficiently accurate, as determined here by ε (Fig. ??b). When a player receives a signal S = 1,

she is better off choosing S so long as she believes the other’s likelihood of also receiving the same signal

is at least 1 − p, and, when a player receives a signal S = 0, she is better off choosing N so long as she

believes the others’ likelihood of receiving the same signal is at least p. Both of these conditions will hold

for sufficiently small ε.

We next consider to what extent our results generalize from these simplest cases.

We first consider what happens if we allow the state to take on large but finitely many (n) values instead

of a continuum. We find that the larger n gets, the closer p needs to be to 50% in order to allow for a

‘threshold equilibrium’ (Fig. 2c). Thus, as n increases, the range of coordination games over which such

equilibria exist approaches measure 0 as in our continuous case. That is, even though the state space is

discrete, once it can take on sufficiently many possible values, the results approximate what happens when

the state space is continuous (see S.I. Sec. B2).

The intuition is as follows: for an equilibrium to exist where players sanction if they get a signal above

a certain value, then whenever player i gets a signal close to this value, but above it, i must believe that

−i has gotten a signal above this threshold with probability greater than or equal to p. For any n and ε,

we can use Bayes’ Rule and the uniform distribution to calculate players’ posterior beliefs that −i has also

gotten a signal on the same side of the threshold when she herself obtains signals just above the threshold

and just below it. For instance, these are 1
3 and 2

3 when n = 10 and ε = .3, respectively. As n increases, the

gap between these beliefs shrinks (Fig. 2d). Note that in the S.I., we prove a comparable result for signals

distributed uniformly over a ‘coarse’ subset of the real line, varying the degree of coarseness.

Next, instead of assuming the state is uniformly distributed, we assume that the state is normally dis-

tributed about some mean µ, and signals are normally distributed about the state (S.I. Sec. B2). Now, a

player no longer expects the other player’s signal to be equally likely to be above as below her own signal.

Instead, the likelihood that the other player’s signal is above one’s own monotonically decreases with one’s

signal. This probability approaches 1 for signals that are arbitrary large, and 0 for signals that are arbitrarily

small (hitting .5 exactly at the mean µ). Consequently, for every value of p , there will be a single threshold

value, s̄, that is sustainable in equilibrium (Fig. SI3). Thus, a threshold equilibrium will be possible when

the state is normally distributed. Crucially, though, the location of the threshold cannot be freely chosen and

instead is pinned down by the variances of the state and signal distributions, and by p (see Thm. 4 in S.I.

Sec. ??).

4



Under what conditions does a state-signal structure permit a threshold equilibrium? To answer this more

general question, we provide the following theorem. We continue to restrict our attention to cases where

there are two players, states are ordered, higher signals are indicative of higher states, and payoffs do not

directly depend on the state or signals (see S.I. Sec. B5 for details). We find that a threshold strategy is an

equilibrium if and only if p falls between a player’s posterior belief that the other’s signal is at or below the

threshold when her own signal is at the threshold, and the player’s posterior belief that the other’s signal is

above the threshold when her own signal approaches the threshold from above. Formally, a threshold profile

σs̄ is a Bayesian Nash equilibrium if and only if

Pr(S−i > s̄|Si = s̄) ≤ p ≤ lims→s̄+Pr(S−i > s̄|Si = s). (1)

Here Si represents the signal of player i, S−i represents the signal of the other player, −i. Notice: the more

‘coarse’ the distribution of signals are the larger the gap between these two inequalities, allowing for a wider

the range of p values where this particular threshold can be used in equilibrium. It is in this sense that our

main result generalizes: coarser signal distributions enable specific thresholds to be equilibria for a wider

range of coordination games.

In reality, strategy profiles may not be at equilibrium, and players may not be behaving optimally. What

would happen if a strategy profile starts off at a threshold and then adjusts according to an evolutionary pro-

cess? We ran computer simulations that explore this possibility. We employ the Wright-Fischer evolutionary

dynamic [15, 16], in which players’ strategies update each period according to the payoffs they earned the

previous period, with more successful strategies growing in frequency. A small fraction of ‘mutants’ are

randomly assigned different thresholds each period (see S.I. Sec. C for details).

In simulations that employ our continuous setup, we find that the average threshold in the population

steadily moves up if p < .5 (down if p > .5), until eventually everyone plays S for all signals (everyone

plays N for all signals). The intuition is as follows. When players in a population are playing according

to a given threshold strategy, for a small range of signals near the threshold, the posterior probability that

the other player’s signal is on the same side of the proposed threshold fall short of p. Mutants with slightly

lower threshold strategies then obtain higher payoffs, and their strategy grows in frequency, causing the

population’s average threshold to slowly migrate down until everyone always plays S. When the posteriors

at the proposed threshold exceed p, the logic is analogous, except that the threshold unravels in the opposite

direction. Fig 3a presents the case of p > .5. A single representative run of our simulations is presented

on the left; the average outcomes from many such runs is presented on the right. These results are expected

since no threshold strategy is a Nash equilibrium, and Nash is generally a necessary, but not sufficient

condition to for stability [17, 18].

Figs. 3b and 3c present simulations for the variation of the model with N = 10 discrete levels. In

Fig. 3b, p is outside the range for which a threshold is a BNE, and the threshold unravels, much as it did in

the continuous case. However, in Fig. ??c, p is inside the range for which a threshold is a BNE. In this case,

the threshold stabilizes. This is perhaps not surprising, since this threshold is a strict Nash equilibrium, and

strict Nash are typically evolutionarily stable [19]. Finally, Fig. 3d presents simulations for the variation of
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the model where the state is normally distributed. No threshold strategy stabilizes, even when the proposed

threshold is a BNE, albeit not a strict Nash allowing for evolutionary instability.

Experimental Evidence

We next provide experimental evidence for our explanation for categorical norms using two paradigms: a

series of five naturalistic vignettes, and two incentivized economic games.

In our vignette studies, we first verified that participants treat norms as categorical when judging how

“good” or “bad” an action is, and when proscribing punishments or rewards. We chose a range of scenarios

closely related to those that are often sanctioned or rewarded via norms. For each, we showed participants

one of eleven versions, contrasting no transgression (or good deed) with a transgression (or good deed) that

had one of ten levels of impact: a government killing no political protesters versus 1-10, a country adding

military to its own territory versus attacking another country’s territory that had a population of 1,000-

10,000 (in increments of 1,000), a person thinking about shoplifting versus actually shoplifting an item

worth $2-$20 (in increments of $2), a person sacrificing his new car to save a man’s life versus sacrificing

the man’s life to save his new car, costing the man his 1-10 more years to live, and a person opting out

of volunteering at a soup kitchen versus volunteering for 1-10 hours a week. Across all five vignettes, we

found that participants’ moral judgments and punishment (or reward) proscriptions increased sharply from

no transgression to a small transgression (or good deed), then stayed relatively flat as the magnitude of the

transgression increased multiple-fold (see Fig. ??a).

Second, we used the protest, territorial attack, and shoplifting vignettes to demonstrate that participants

expect categorical distinctions to be most important for deterring future transgressions. Participants believed

that sanctions were important for deterring governments from killing more protesters, military defense for

deterring other nations from attacking more of one’s territories (including more valuable territories), and

legal consequences for deterring shoplifters from repeat offending. But they believed punishing smaller

transgressions was just as important for deterrence as punishing transgressions with ten times the impact

(see Fig. ??b).

Third, in these same three vignettes we showed that participants expected avoiding higher-order punish-

ment (being punished for failing to punish norm violations–a common feature of norm enforcement [5]) or

gaining higher-order rewards to depend on punishing a transgression, but not on the transgressions’ mag-

nitude. For example, participants expected third party nations to be more supported by their allies and

rated more highly by a human rights organization if they sanctioned a government that executed at least

one protester than if they failed to sanction, but to gain no extra praise for sanctioning—or censure for not

sanctioning—if the government killed ten times the people. (See Fig. ??c.)

Our incentivized economic games corroborated that people treat norms as categorical, using a very

different paradigm, with money on the line. Participants were told of another person (the Roller) who had

made a fair or unfair decision that had a relatively large or small impact. Specifically, this Roller chose to

roll either a die with three sides favoring himself and three favoring his partner (fair), or a die with five sides

6



favoring himself and only one favoring his partner (unfair), the Recipient. The Recipient stood to lose either

half (lower impact) or all (higher impact) of their bonus if the roll favored the Roller. (All manipulations

were between participants.) Our participants were third party observers who could pay money to take money

from (or give money to) the Roller. Participants paid to punish the Roller more (and therefore reward less)

when the Roller had chosen unfairly, but their punishments were unaffected by the level of impact that this

decision would have (see Fig. 6a).

We also used this paradigm to show that participants are capable of taking into account continuous vari-

ation when coordination plays less of a role. We expect punishment decisions to typically be shaped in

contexts involving coordinated norm enforcement, while personal avoidance requires little coordination. In-

stead of paying to punish, a second group of participants was randomly assigned to be the Roller’s Recipient

in a second round of the same “game”, in which the Roller would pick a die and they stood to lose money

depending on the roll. However, these participants could pay to opt out of this interaction with the Roller.

Now that participants were making incentivized choices about how much they were willing to pay to avoid

being at the receiving end of a transgression, they were sensitive to impact–participants were willing to pay

more to avoid an unfair Roller, but critically were also willing to pay more to opt out when the die roll would

have had a larger impact on them (see Fig. 6b).

For additional evidence that participants are capable of taking continuous variation into account when

norms and coordination play less of a role, we reference the results from an earlier paper of ours [20] which

focuses on another domain: charitable giving. In these studies, which involve both vignettes and incentivized

economic games, participants were, again, insensitive to continuous variation in the domain of charitable

giving, but quite responsive to analogous continuous variation in other settings, like investment decisions,

which are less influenced by coordination and norms. Moreover, other participants’ willingness to reward

potential donors was again attuned to whether donors gave, but not to how much they gave or how impactful

their gifts were.

Discussion

We now discuss some possible applications.

We begin with the puzzle that we motivated the paper with: Why is there a norm against chemical

weapons [8, 21], instead of a norm that merely sanctions needless death or suffering? To the extent that

international sanctions require coordination—say, because sanctions are only effective if others are also

sanctioning, or because failing to sanction when expected is penalized—then it will be comparatively hard

to condition sanctioning on, say, having killed more than a certain number of civilians. In contrast, a norm

against chemical weapons is easier to sustain, provided each countries’ assessment of whether or not a

chemical weapon was used is sufficiently unambiguous and false positives are unlikely.

Why do we apply human rights on the basis of membership in the species Homo Sapiens? Why not,

instead, assign rights on the basis of, say, sentience or ability to feel pain, which might, for example, lead

a chimpanzee to have more rights than a comatose human? The philosopher Peter Singer refers to this

7



as a bias, which he terms speciesism [22], and equates to other biases like racism. However, if human

rights are enforced by coordinated sanctions, say by the coordinated activity of revolutionaries, or of foreign

governments, it makes sense that human rights depend on the categorical variable of species membership

and not the continuous variable of sentience or ability to feel pain; that makes the norm sustainable.

Likewise, one might wonder why rights are viewed as absolute, immune to trade-offs and off limits to

cost-benefit calculations. Again, this makes sense if we understand that violation of rights, say by using tor-

ture, is a categorical transgression, and hence is a sustainable norm. For contrast, consider a more utilitarian

norm which, say, allows for torture when it prevents more suffering than is inflicted. Such a norm is not

sustainable because it depends on a continuous variable: the amount of suffering inflicted by the torture and

the amount of suffering prevented by the discovery of the hypothetical ticking bomb.

Why do incursions on a territory of little strategic or economic significance (e.g., the Falkland Islands,

or the disputed islands in the South China Sea) invite full-scale retaliation and risk war? Why do nations

not retaliate only when the incursion is sufficiently meaningful? If retaliation is modeled as punishment in a

repeated game, then punishment is incentivized by the need to deter similar transgressions, which involves

coordination, namely on what counts as similar and what type of transgression will incur retaliation. Under

these assumptions, it is not possible for retaliation to be triggered by the significance of the incursion–a

continuous variable–but only by the presence of an incursion–a categorical variable.

Another application, which we alluded to in our discussion of experimental evidence, is ineffective

altruism. People donate a meaningful amount of time and money to charity [23], but are less than careful

about ensuring these charities are effective: most donors report that they do not even check a charity’s

effectiveness before donating [24] and highly ineffective charities persist [25]. One possible reason for this

is that efficacy is a continuous variable, but the act of giving is categorical. This makes it possible to have

norms that promote charitable giving while making it hard to sustain norms that promote effective giving

[20].

Discrimination is often norm enforced, as it arguably was in the Jim Crow South, when mobs of ‘third

parties’ would e.g., punish white-owned businesses that served blacks via boycotts, demonstrations, and

violence. In such cases, discrimination is typically based on categorical distinctions such as sex, caste, or

having ‘one drop’ of African blood.

Collusion, like norms and discrimination, is often enforced via coordinated punishment in repeated in-

teractions [26, 27]. Such collusive arrangements may be easier to sustain if they depend on categorical

variables like ‘only sell through De Beers’ than on continuous variables like quantity, price, or costs, partic-

ularly when these are not publicly observed.

Standard models of crime and punishment prescribe that punishment ought to increase proportionately to

the gains from crime and inversely to the probability of getting caught [? ]. However, the gains from crime

and the probability of getting caught are both continuous variables that are typically somewhat privately

assessed. This may explain why these variables do not play as great a role as one might expect in punitive

moral intuitions [28], and perhaps also why these models were not intuitive, and remain controversial.

Next, we provide additional evidence for our model by considering what happens when its assumptions
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do not hold–an example of a ‘comparative static’. Specifically, our model suggests that the reliance on

categorical norms is rooted in two problems: the need to coordinate, and the reliance on private informa-

tion. When these problems are alleviated, we do not expect as much reliance on categorical distinctions.

Consistent with this prediction, when coordination is not so pertinent, we do observe conditioning on con-

tinuous variables. Choosing who to date or hire is primarily a personal optimization problem–one wants

the best partner or employee, largely independently of what others think. In these contexts, we do in fact

discriminate based on age [29], attractiveness [9, 30], skin tone [31], weight [32], and height [33], which

are continuous variables. Domestic laws are enforced unilaterally by judges or police officers, without the

same need for coordination as in international law. Domestic laws do condition on thresholds in continuous

variables, as is the case when abortion is precluded after a certain date, or pollution is forbidden above a

certain concentration [34]. Altruism towards kin is driven, ultimately, by shared genes, not by reciprocity

or norm enforcement. Therefore, altruism toward kin is also more sensitive to the continuous variables of

impact and efficacy [20].

When information is commonly observed or easily conveyed, there is also no problem conditioning on

continuous variables, even if there remains an element of coordination. Sharecropping norms [35] could

fixate at a particular share–a threshold in a continuous variable–because crops presumably were publicly

observable. Tipping norms can fixate at 20% because a record of one’s tip can be easily verified or shared,

if the need for shaming arises. The railroad cartel of the late 1800s was able to use a threshold price to

trigger enforcement of its collusive agreement because prices were publicly posted [36, 37]. One benefit of

e.g., mediators [38, 39], public trials, and common weights and measures, may be to enable conditioning on

continuous variables.

We think there is one more piece of evidence that provides some support for our model: even minor,

seemingly insignificant breaches of a categorical distinction that sustains an equilibrium can cause that

equilibrium to fall apart. One illustrative example comes to us from the rapid collapse of the norm against

bombing cities from aircraft that held for the first months of World War II. This is generally said to have

occurred after the accidental bombing of London by German bombers whose intended target were oil storage

installations on August 24, 1940. Churchill retaliated by ordering a bombing raid on military targets inside

Berlin. Despite minimal casualties, Hitler responded by rescinding the ban on bombing towns and cities, and

ordering wide-scale attacks on London and other British cities [40]. By the 15th and 16th of December, when

the British area-bombed Mannheim, the norm against bombing civilian targets had fully collapsed. Such

episodes, and the logic we set forth herein, provide support for concerns regarding ‘slippery slopes’. They

also might explain why it’s common for lawyers to purposely select sympathetic test cases, which breach

a category barrier and lead a categorical norm to unravel, as in Frontiero v. Richardson and Weinberger

v. Wiesenfeld which challenged gender discrimination laws that, on average, harmed women but which, in

these cases, harmed men. Once the court ruled in favor of the men, this set a precedent that applied more

broadly, leading the categorical norm to unravel.

We next provide two comments on the interpretation of the model. First, although we have focused on

norms, as some of our applications likely make clear, we expect our results to extend to any game in which
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coordination plays a role. This will be true for any game with multiple equilibria, such as the Hawk-Dove

game and the Repeated Prisoners’ Dilemma, which have been used to model animal territoriality [41], our

sense of rights [42, 43], and dyadic relations [3, 44]. Thus, for instance, we expect animal territoriality to

only condition on categorical variables like ‘who arrived first’ or ‘who built the nest’, and not on continuous

variation like which animal appears larger or more desperate.

Likewise, we can ask: what kind of events trigger revolutions and protests? Consider the American

Revolution. One turning point was the Boston Tea Party, a protest launched not after a gradual tax hike,

but after categorically new tax–the Tea Tax–was imposed. Interestingly, this tax was imposed concurrently

with other tax reductions which led to an overall lower tax rate [45]. Clearly the actual tax rate (continuous)

did not foment the revolution; instead it was the addition of a new tax (categorical). Likewise, the Arab

Spring–a series of political revolutions in North Africa–was launched by the public self immolation of the

Tunisian street vendor Mohamed Bouazizi, not, directly at least, the increasing poverty, abuse, or corruption

in the Tunisian government that led Bouazizi to act.

Second, we emphasize that the difference between the continuous and categorical cases depends on a

difference in the information available to agents–what signals they have and can condition on–and not on

how this information might subsequently be interpreted or described, and, in particular, categorized after

the fact. That is, when we say the signal has to be categorical to support coordination, we do not mean

that the signal can still be continuous (the number of people who were killed) so long as it is interpreted

in a categorical way (was this number more than 100,000?). In this case, players would still be better off

deviating at signals close to 100,000. Perhaps counter-intuitively, the fact that categorical signals contain

less information–and, specifically, make it impossible to obtain signals near a threshold–is what makes it

possible to condition on them.

We conclude with a discussion of related literatures. The literatures on repeated games [3, 44], norm

enforcement [1, 46], and indirect reciprocity [4] motivated many of our applications. To our knowledge,

these literatures do not home in on the important role of coordination, and its implications for categorical

distinctions. Some modelers have noted that conventions like sharecropping and tipping rules often fall

on non-random values, like two-thirds or 20 percent [35, 47]. On first inspection, these examples appear

to contradict our model, but, as discussed above, we believe they can be reconciled with our model by

noting that such conventions apply to situations where information is either commonly observed or can be

easily verified. Indeed, the models used to explain these conventions typically assume that players observe

a common signal.

Another closely related literature inspired our setup: “global games” [10, 11]. These models differ from

ours in that the state does influence payoffs, and it is never commonly known that players are playing a

coordination game. Consequently, the typical result in that literature highlights is the role of idiosyncratic

noise in reducing the multiplicity of equilibria, whereas our results highlight the role of idiosyncratic noise

in precluding threshold equilibria. Our focus on both the coarseness of signals and on state-independent

payoffs is, as far as we know, unique.

A literature in psychology explores the ways that people tend to categorize [48], which provides an

10



alternative explanation for why people might pay undue attention to categorical distinctions: they are easier

to notice, remember, measure, etc. Our analysis suggest an additional reason for categorization, which

we believe is needed to explain its heightened occurrence in settings involving coordination and private

information.

Our work contributes to a growing literature that uses insights from game theory to explain puzzling

aspects of our moral intuitions and otherwise puzzling social behaviors [4, 35, 42–44, 47, 49–60], as well as

the literature that uses laboratory experiments to provide evidence for such models [12, 20, 42, 55, 61–68].
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Figure 1: Stylized models of coordination with private signals

We explore a series of two-player coordination games with private signals, each of which proceeds

as follows. Column 1: the state is randomly determined from the set of possible states according

to the prior distribution shown in light blue. From top to bottom, these distributions are: uniform

between 0 and 1; either 0 or 1 with equal probability, uniform on {1, 2,...9}, normal with mean .5.

In each row, the dark orange ’X’ marks one, randomly chosen state. Column 2: Players then receive

a private signal drawn independently from a distribution that depends on the chosen state, shown

in light orange. The signal distributions are: uniform within .5 of the chosen state, equal to the

chosen state with probability .75, equally likely to be the chosen state or one value above or below,

normally distributed about the chosen state). Green and magenta ’X’s each mark one, randomly

chosen signal for player 1 and 2, respectively. Column 3: Players then choose between two actions,

S (for sanction; red) and N (for not sanction; blue), depending on their signal. Strategies are

represented by coloring possible signals according to the action to be played at that signal. We

focus on threshold strategies in which both players play S (red) only if their signal is above some

value, which in the figure is arbitrarily selected to be .6. Column 4: Players then receive payoffs

according to the standard coordination game; each player gets payoff a if she chooses S when the

other also chooses S, b < a if she chooses S when the other does not choose S, N if she chooses

N when the other chooses N , and c < d if she chooses N when the other does not choose N . The

parameter p = (d− b)/(a− c+ d− b), which is known as the ‘risk dominance’ of the coordination

game, will prove to be a useful summary statistic of the game’s payoffs.
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Figure 2: Nash Equilibrium Analyses

Threshold strategies will generally not be Bayesian Nash equilibria in the uniform or normal case

but will be in the categorical case. The discrete case falls somewhere in between. To understand

each case, first consider a threshold strategy for player 1 (top line). Then, for any given signal,

calculate player 2’s beliefs that 1 is going to be sanctioning (black curve) if they play according to

the specified threshold strategy. Given these beliefs, and given a particular coordination game with

risk dominance p, player 2 best responds by selecting a threshold such that her beliefs are below p

for all signals below this threshold and above p for all signals above this threshold (illustrated for

particular values of p; bottom three lines). A Nash equilibrium exists only when player 2’s best

response threshold matches player 1’s threshold (which can be seen by following the vertical black

bar). We mark in grey the values of p for which this will be true. For the uniform case, such a Nash

exists only for the non-generic case where p = .5. For the categorical case, this will hold for a large

range around .5, where the exact bounds depend on ε, the error rate. For the discrete case, there will

be a smaller range around p = .5, where the size of the range depends on the number of possible

signal realizations (in the figure, there are 10 possible realizations); the size of this range shrinks

as the number of possible signal realizations grows, approaching measure zero in the limit. For the

normal case, each threshold strategy will be an equilibrium for exactly one value of p, but that exact

value of p will depend on where the threshold is located and does not appear to be evolutionary

stable (next figure).
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We ran computer simulations that illustrate the evolutionary dynamics of threshold strategies. Each

set of simulations appears on a row. These sets vary in terms of the distribution of states and signals.

In each set of simulations, we considered eleven thresholds, whose position always coincided with

deciles in the state distribution; a threshold at the 0th decile corresponds to always playing S and

the threshold at the 10th decile corresponds to never playing S. We represent these strategies on a

spectrum between red (0; always S) and blue (10; never S). At the beginning of each simulation,

everyone in the population (N = 75) is assigned to play according to the same threshold. We

employ a Wright-Fisher dynamic in which strategies update each period according to the payoffs

they earned the previous generation, with more successful strategies growing in frequency, and

a small fraction of individuals are randomly assigned to ‘mutate’ to different thresholds. This is

allowed to continue for 200 generations (rows 1-3) or 500 generations (rows 4-5). On the left, we

show the results of a single, representative run. For each generation, we present the frequencies of

each of the ten strategies (top image), the threshold corresponding to the average threshold strategy,

given these frequencies (bar immediately below image), and the threshold strategy with the highest

payoff, given these frequencies (bottom-most bar). On the right, we show average frequencies of

each strategy over 500 simulation runs. Top row (‘uniform’ case; p = 2/3; starting at threshold

3): The average threshold steadily moves up (becomes ‘blue-er’) leading players to sanction less,

until eventually everyone plays never S. This happens because the strategy with the highest payoff

always has a higher threshold (i.e. it is blue-er) than the average strategy. This is true anytime

p > .5. Had we chosen p < .5, the population would evolve toward always S. On the right, we see

that the single run of our simulations just discussed was indeed representative: in the right image,

too, the average threshold in the population steadily moves up until eventually everyone plays never

S. Second row (discrete case; n = 10, p = .8; starting at threshold 3): For these values of n and

p, a threshold strategy is not supported in equilibrium. Once again, the threshold in the population

steadily moves up (becomes ‘blue-er’) until eventually everyone plays ’never S’. Third row (discrete

case; n = 10, p = .67; starting at threshold 3): Now p is inside the range of values for which a

threshold strategy at 3 is supported in equilibrium. When the population starts out with everyone

playing according to this equilibrium threshold strategy, it stays there because the threshold strategy

with the highest payoff is the one everyone, except the mutants, are already playing. Fourth row

(normal case; p = .556, variance of errors = 1/2 variance of the state; starting at threshold 2): For

the parameter values chosen, a single threshold strategy is supported in equilibrium at threshold 3.

We start the population with everyone playing below this threshold strategy, at threshold 2. The

population does not stabilize: the average threshold in the population moves up (becomes ‘blue-

er’) until eventually everyone plays never S. This is because, at thresholds below the equilibrium,

the likelihood that others punish is above p due to reversion towards the mean. Fifth row (normal

case; p = .556, variance of errors = 1/2 variance of the state; starting at threshold 7): This

set of simulations is identical, except we now start the population with everyone playing above

the equilibrium threshold strategy. Again, the population does not stabilize, though this time the

average threshold moves down (becomes ‘red-er’) until eventually everyone plays always S, since,

at thresholds above the equilibrium, reversion to the mean causes the likelihood that others punish

to be below p. 19
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Figure 4: Experimental Evidence - Vignette Studies - Moral Judgements; Reward & Sanction
Judgements

Using five different vignettes (top to bottom), we investigated the role of categorical distinctions
(blue vs. red bars), compared to continuous variation (comparison across red bars), on participants’
moral judgments (column 1) and judgement of appropriate reward and sanctions (column 2) of an
actor. In the first four vignettes (rows i-iv), the actor either violated a norm (red bars) or did not
(blue bar) and the magnitude of the violation was varied (red bars). In the fifth vignette (row v),
the actor either acted pro-socially (red bars) or did not (blue), and the magnitude of the pro-social
act was again varied (red bars). Across all vignettes and dependent variables, participants showed
a significant effect of the categorical distinction but no effect of the continuous variation (there is a
sizeable gap between red and blue bars, but not within the red bars).
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Figure 5: Experimental Evidence - Vignette Studies - Deterrence; Other Parties’ Reactions

Using the same vignettes, we also investigated participants’ expectations of how subsequent poten-
tial transgressors (column 1) or other interested parties (column 2) might respond to transgressions
of various magnitudes that were either sanctioned (light red; absent in one plot where the question
was not sensible) or not (light blue). Participants expected potential future transgressors and third
party on-lookers to take into account whether past transgressions were sanctioned, regardless of the
magnitude of past transgressions (there is a sizeable gap between, but not within, red and blue bars).
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Figure 6: Experimental Evidence - Economic Games Experiments

A: Design. Participants were told of another person (the Roller) who had made a fair or unfair
decision (a categorical difference). Specifically, this Roller chose between two die: one with five
red sides (unfair), and one had three red sides (fair), where rolling red resulted in payoffs that were
favorable to the Roller and unfavorable to a Recipient. We further varied whether rolling red had a
relatively low or high impact (a difference along a continuous dimension). Specifically, the Recip-
ient stood to lose either half (low impact) or all (high impact) if the die landed on red. Participants
assigned to the ‘reward and sanctioning’ condition played the role of third party observers who
could pay money to take money from (or give money to) the Roller. Participants assigned to the
‘avoidance condition’ were, instead, assigned to be the Recipient, but they could pay to opt out.
They had to make this choice after knowing what die was selected but before knowing the out-
come of the die roll. All manipulations were between participants. B: Results. In the reward and
sanctioning condition, participants paid to take more (give less) to the Roller when the roller had
chosen unfairly, but the amount they paid to take (give) was unaffected by the level of impact that
the roller’s decision had. Whereas, in the avoidance condition, participants were sensitive to both
fairness and impact: they were not only willing to pay more to avoid an unfair Roller, but, critically,
were also willing to pay more to opt out of the unfair die roll when the die roll would have had a
larger impact on them.
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