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Introduction. This paper deals (except in §4) with one-dimensional
commutative rings. It originated with the observation that if A is a com-
plete one-dimensional local domain with an algebraically closed residue field
of characteristic zero and if 4 is seturated (cf. §5) then the embedding
dimension of A is equal to the multiplicity of 4. The proof was based on
the fact that if A is saturated then A4 is an “Arf ring,” that is to say 4
satisfies a certain condition studied in detail some twenty five years ago by
C. Arf [1]. The next observation was that the condition of Arf made sense
for arbitrary one-dimensional local rings, and that it still implied the equality
of embedding dimension and multiplicity. This naturally raised the question
whether any one-dimensional saturated local ring satifies Arf’s condition, and
this question was answered in the affirmative by Zariski (cf. §5).

The first two sections are an outgrowth of the above observations. We
work throughout with a one-dimensional semi-local Macaulay ring 4. (Tt is
inconvenient in practice to be restricted to local rings.) An open ideal I in
4 is “stable” if the length of A/I* is given by the characteristic polynomial
of I for all integers n >0 (cf. Corollary 1.6). In Theorem 1.9 we find,
for fixed n > 0, that I* is stable if and only if the length A, of In/I™* ig
equal to the multiplicity u of the ideal I. (For any n =0, the inequality
M= p holds, and moreover if M\,=p, then A,=p for all m=n.) In
particular, if 4 is local then the maximal ideal of A is stable if and only
if the embedding dimension and multiplicity of 4 are equal (Corollary 1.10).
In 1.3 and 1.5 we interpret the characteristic polynomial and the stability
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of I in terms of the ring A! obtained by blowing up I; the principal results
along these lines (Proposition 1.1 and Theorem 1.5) generalize some parts
of Northcott’s paper [5]. There are also some more technical, but useful,
facts about stability involving “I-transversal ” elements (cf. 1.7, 1.8, 1.11),
and seme remarks concerning the behavior of stability under various types
of ring extension (cf. 1.4, 1.12).

In §2, the main result (Theorem 2.2) is that 4 is an Arf ring
(Definition 2.1) if and only if A satisfies one of the following (equivalent)
conditions:

(i) Every integrally closed open ideal in A4 is stable.
(ii) For every local ring B infinitely near to 4, the embedding dimen-
sio of B is equal to the multiplicity of B.

(The definitions of “integrally closed ideal” and “infinitely near” are
reviewed in §R2.)

§ 3 is a direct generalization of some (but not all) of the theory developed
by Arf in [1]. Assume for simplicity that 4 is a complete one-dimensional
local domain. (We assume less in §3.) Among all Arf rings between A
and its integral closure 4 there is a smallest, denoted A’ and called the “Arf
closure” of A. The basic facts about this closure operation are:

(1) “Arf closure” commutes with “quadratic transform” (i.e. blowing
up of the maximal ideal) (Theorem 3.5).

(%) A’ 1is a local ring with the same residue field and the same multi-
plicity as 4 (Theorem 3.4).

(3) The embedding dimension of A’ is equal to the multiplicity of A’.
(This is a part of the above mentioned Theorem 2.2.)

A consequence of (1) and (2) is that A and A’ have the same multiplicity
sequence (Corollary 3.7; the definition of “multiplicity sequence” precedes
Proposition 3.6). Moreover there is an inequality for the length of the
A-module 4/4 in terms of the multiplicity sequence of A (Theorem 3.9)
which, because of (1), (), (8), becomes an equality if and only if 4 =A4";
and it follows that for any 4, 4’ is the largest ring between 4 and A having
the same multiplicity sequence as A (Corollary 8.10). (We may remark here
that the multiplicity sequence is one of the most important ¢ geometric
invariants” associated with 4.)

Corollary 3.8 is a characterization of Arf rings by means of the “semi-
group of values”.

In §4 we turn to another aspect of the theory. With 4 and 4 as above,
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consider the subring A* of A consisting of those elements z such that
t®1—=1Q®z in A®, A. (Thus Spec(A*) is obtained from Spec(4) by
factoring out the equivalence relation defined by the map Spec(4) —> Spec(4)).
It had been suggested by Grothendieck that A* might serve the same purpose
as the saturation 4 of A. Zariski showed that this was not so by giving an
example of two local rings 4, and 4, belonging to equivalent singularities
of plane curves such that 4,* and 4,* are not isomorphic (whereas local
rings of equivalent singularities have isomorphic saturations). Zariski also
showed that, always, A’ C A* C A where A’ is, as above, the Arf closure of
A (Propositions 4.5 and 5.1); and he conjectured that A’=A*. The
central result of §4 is that this is so if 4 contains a field (Corollary 4.8).
The question remains open in the mixed characteristic case.

Actually, the construction of 4* (unlike that of A”) applies to arbitrary
commutative rings A, and some of the results in §4, notably Theorems 4.2
and 4.11, are not restricted to the one-dimensional case.

In §5 we review the definitions needed to discuss saturated rings, and
then indicate the relation between Arf rings and saturated rings. In addition
to the results of Zariski mentioned before, we give an example showing that
the Arf closures of local rings belonging to equivalent singularities can vary
in continuous families. (This raises some interesting questions about the
moduli of Arf rings, which we do not pursue.)

This paper was inspired by discussions with Professor Zariski during
his visit to Purdue University in the spring of 1970. I wish to express my
appreciation both for the motivation and for the many useful suggestions
which he provided.

1. Stable ideals in one-dimensional semi-local rings. In §§1-3 A will
be a commutative semi-local noetherian ring of Krull dimension one; we
assume also that the radical M (= intersection of the maximal ideals of A)
contains a regular element (non-zerodivisor) of A4, i.e. A is a Macaulay ring.
A will be the integral closure of A in its total ring of fractions. Note that
if B is a ring between 4 and A such that B is a finitely generated A-algebra,
then B is also a semi-local one-dimensional Macaulay ring.

The length of an A-module E will be denoted M(E), or, if necessary,
Aa(EF). An ideal I in A is open if I contains a regular element of 4, or,
equivalently, M C I for some n > 0, or, equivalently, A (4/I) is finite.

The following proposition describes the ring A! obtained by blowing up
an open ideal I in A. First, some more notation. For any two A-submodules
E, F of A set

E:F={yecd|yFCE}.
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If I is an ideal in A, then I:I is a subring of A4, and for any n=0,
In: In C [t et

ProposiTioN 1.1. Let I be an open tdeal in A and let Al be the

ring JIr: In. Then:
n>0

(i) Al is a finitely generated A-module, and Al=1In:Ir for all
sufficiently large n.
(ii) ITAT=wA! for some regular element x in Al
(iii) If B is any ring between A and A such that IB is a principal
ideal in B, then AT C B.

Proof. We first prove (iii). If IB is principal, say IB==wB, then w
is a regular element in B because I contains an element which is regular in
A (hence also in B). If yInCIn (y€ A), then yI"B C I"B, i.e. yw" € w"B,
so that y € B (since wn is regular in A). Thus A C B.

Next we note that in proving (i), we may replace I by any one of its
powers I¢ (s> 0). Once (i) has been proved, we know that A7 is semi-local,
and so (ii) becomes equivalent to: there exists an Al-submodule J of the
total ring of fractions of 4 such that IJ = A (cf. for example [2, Chap. 2;
p. 148, Thm. 4, and p. 143, Prop. 5]). Hence if IsA! is principal, i.e.
I3J” = AT for some J’, then I (Is-%J’") = A, so that IA! is principal. In other
words, after proving (i) we may also replace I by I® in proving (ii).

Now there exist an integer s >0 and an element x€Is such that
alm =I5 for all sufficiently large integers r. [Since 4 is one-dimensional,
there exists € A whose leading form Z in the graded ring G = @ I»/MI»

=0
1s of positive degree, say s, and such that ZG is an irrelevant itleal in G

(i.e. VZG contains all homogeneous elements of positive degree); then for all
large r, Ir*s/MI+s C &@, i.e. It /MI+s = Z(I"/MI7), i.e. Ir*s —aIr 4+ MI+s,
so by Nakayama’s lemma I**=gzI".] Replacing I by I*, we may assume
that s=1.

Note that z is regular, since for large 7, 24 Dzl = I"*', Any member
of Al being in I": I" for some n, is of the form z/z", z€ I"; and conversely,
for any n > 0 and any z € I we have, for sufficiently large 7,

(z/xn)lmn — (z/x")x"l’ = z]" g Jren
so that z/a"€ A (cf. remarks (a) and (b) near the beginning of §2), and
hence z/an€ Im*n: ' C A, Thus

A1={ﬁ]n>0,z€ )
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. 2 2 2 .
e Al—A[, 2, —] (*)
where {21,%5,* * *,2:} is any set of generators of the ideal I in 4. So 4!
(€ 4) is a finitely generated module over the noetherian ring 4, and since

I:ICI:2C- - - CI: InC- - -

is an ascending sequence of 4-submodules of AZ, (i) is proved. The preceding
expression (*) for A7 also makes it evident that JA? = zAL Q.E.D.

CoroLLARY 1.2. Let f: A— B be a ring homomorphism, where B is
also a one-dimensional semi-local Macoulay ring. Asswme that if @ is regular
in A then f(z) is regular in B. Then if I is an open ideal in A (so that IB
is an open ideal in B) there is a unique extension of f to a homomorphism
fI: AT— BIB, The corresponding map

fI(B) : B®AAI-—)BIB
is surjectwe, and fL gy is an isomorphism if B is flat over A.

Proof. f extends uniquely to a homomorphism fr: T4 — Tp where T4,
T'p are the total rings of fractions of A, B respectively. If fI exists, it must
be obtained by restricting fr to A; the expression (*) for AI (and the
similar expression for BIB) shows that fr(A47) C BB, so I does indeed exist
(uniquely). Again (*) shows that fI(p) is surjective. The final assertion
follows from the fact that B®, T4 can be identified via fp with a subring
of Tp. (B®4A!— B®4 T, is injective if B is flat.) Q.E.D.?

Definition 1.8. An open ideal I of A is stable (in 4) if Al=1I:1,
or, equivalently, JAI = 1.

CoroLLARY 1.4. (i) I 4s stable for some n > 0.

(ii) If Ir is stable, then I™ is stable for all m = n.
(iii) Let f: A— B be as wn Corollary 1.2. If I 1s stable in A, then
IB s stable in B; and the converse is true if B is faithfully flat over A.

(iv) I is stable in A if and only if IAp is stable in Ap for all mazimal
ideals P of A.

Proof. (i) follows from (i) of Proposition 1.1 since clearly 47 =A™
for any n > 0. Similarly (ii) holds because I"4!=—In= [mAI—]Im for

*1.1 and 1.2 could be deduced from the general theory of blowing-up, but it seems
more reasonable, since we are working only with one-dimensional rings, to proceed as
we have. In any case, these results are more or less ‘“ well-known.”
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m=mn. The first assertion of (iii) holds because, in view of Corollary 1.2,
TAI=1I= (IB)B!B=1IB. The second assertion of (iii) holds because when
B is faithfully flat over 4 we have (in view of Corollary 1.2) IB = (IB)B!B
if and only if the canonical map I ®, B—>IA'®, B is an isomorphism, i.e.
if and only if the inclusion map I — IA7 is an isomorphism. Similarly I4p
is stable in Ap for all maximal ideals P if and only if the canonical map
I®4Ap—>TATQ, Ap is an isomorphism for all P, i.e. if and only if I — IA!
is an isomorphism. Q.E.D.

Let I, AT be as above, and set
p=p(I) =ra(AT/IAT)
v=v(I) =4 (41/4).
THROREM 1.5. With the preceding notation we have, for all n > 0,
AMA/IYY = pn—v
with equality if and only if In is stable.

Remark. Since I is stable for all large n (Corollary 1.4), Theorem 1.5
shows that the characteristic polynomial [7; p. 285] of the ideal I is un—v;
in particular, uw(I) s the multiplicity of the ideal I (a special case of the
well-known “projection formula” [4; §(23.4)]).

Proof. Let IAT=uzA! with z regular in A! (Proposition 1.1). Then
for all ¢ > 0, we have

TtAL/TtAT — gt AL/t AT == AT/g AL
(isomorphic A-modules) and it follows that

n-1
A(AL/TmATY — S\ (TtAL/ I AT) — pn.
=0

Hence we have

AMAL/IM) = v+ M(A/IM) = pn ++ A(I7AT/In)
so that
A(A/IM) — (un—v) =A(I"AL/I") =0

with equality if and only if 174! =1n. Q.E.D.
CoRrOLLARY 1.6. I is stable if and only if for all n = n,.
A(In/Im) = p(I).

Proof. TIf I is stable and n=mn, then I» and I**' are stable, and
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1.5 shows that A(4/I"™*) —X(A/I*") =p(I) as required. Conversely if
M(In/IY) = for all n=mn,, and if A(A4/I™) = pn,—v,, then the charac-
teristic polynomial of I is un—v,, whence v, ==v, and so I is stable.

Q.E.D.

The next Theorem (1.9) improves on Corollary 1.6. It will be con-
venient first to introduce some more terminology.

Definition 1.7. An element z of the open ideal I in 4 is I-transversal
if zI*=1I"* for some integer n > 0.2

Lemma 1.8(i) below (along with (ii) of Proposition 1.1) gives the
existence of I-transversal elements whenever Al is a local ring.

In the general case we see, as in the proof of Proposition 1.1, that z
ts I-transversal if and only if x € I and the image of x in I/MI generates an
irrelevant ideal in the graded ring €D I"/MI». Thus the argument given in

n=0

[4; §(22.1)] shows that, if A/P is—inﬂnite for each mazimal ideal P in A,
then there exist I-transversal elements for every open ideal I in A.

(Actually it is easy to see that  is I-transversal if and only if: z is a
superficial element of I (cf. [4; §22]) and Vzd = V1)

Lemma 1.8. (i) An element z in I is I-transversal if and only if
zAT =1TAIL

(ii) If z s I-transversal and n >0 then xIr=1I"1 if and only <f I*
is stable.

Proof. If zI*=1I"*1, then zI"Al=I"*4!, and since IAl is generated
by a regular element of A! (Proposition 1.1) it follows that @Al —=TIAL
Conversely if 4! =1TIA! and I» is stable, i.e. I"Al =I", then

alt = gInAl = [7(TAT) = I+,
proving (i) (cf. Corollary 1.4(i)) and the “if” part of (ii). Finally if
zI? = I™* then by induction I"*" =zrI» for all » > 0, and since z is regular
(zA 2 I™*), we have
Al =] Imr: [vr—=]n: In
>0
i.e. I* ig stable. Q.E.D.

THrOREM 1.9. If I is an open ideal in A, with multiplicity u(I), then
for all n=0 we have

2 Cf. remark (a) following Corollary 1.10 for a clarification of the term “trans-
versal.”
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A(Ir/Im) = (),
and for n> 0 equality holds if and only if I is stable.

Proof. Let Py, Py, * +,P; be the maximal ideals of A. TFollowing a
suggestion of M. Nagata, we reduce to the case where 4/P; is infinite (for
all 7) in the standard way: let X be an indeterminate, let S be the multipli-
cative system

t
S =A[X] -—-H PA[X]
and let 4(X) be the ring of fractions
A(X)=A[X]s.

Then A(X) is a semi-local ring with maximal ideals P;A(X) (i=1,%," - -, 1),
and A(X)/P;A(X) is isomorphic to the field of rational functions of one
variable over A/P;. Moreover, for any n=0, since A (X) is flat over 4,
and since the maximal ideals of 4 generate maximal ideals of A (X), we have

A (In/Im) = hax) (1A (X) /T A (X))

i.e. I and IA(X) have the same characteristic function; in particular p(I)
—n(IA(X)), and 4(X) is one-dimensional. Finally I” is stable if and only
if [IA(X)]~ is stable because of Corollary 1.4(iii) (or Corollary 1.6).

Thus, and in view of the remarks following Definition 1.7, we may
assume that there exists an I-transversal element z. « is regular (since z4
contains some power of I) and therefore multiplication by = gives an iso-
morphism of A-modules A/I*"—=—zA/xI* (n=0). Hence

MA/zA) = N(A/zA) + N (zA/xIr) — A (A/I7)
=MA/zI?) —Ar(4/I)
= A(I"/xI™)
= A(Ir/Iv1) (since zI* C I™*)

with equality if and only if @#I»=I". Since zI*=I"* for large n, we
have A(A/zA) = p(I), and in view of Lemma 1.8(ii), the Theorem is
proved. Q.E.D.

If A is a local ring, the embedding dimension of A, emdim(4), is
A(M/M?2). The multiplicity of A, which we can denote without fear of
confusion by u(4), is, by definition, p(M). For I=DM, n—=1 in Theorem
1.9, we have:
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CororLARY 1.10. If A is local then
emdim (4) = p(4)
with equality if and only if the mazimal ideal M is stable.
Remarks (a). From the last part of the proof of 1.9, we obtain:

An element x in I is I-transversal if and only if = is regular and

p(I) =r(4/zd)  (=p(zd)).
(b). The following fact will be used repeatedly in the sequel:

If = is a regular element in A and J is o finitely generated A-submodule
of A containing a regular element of A, then

AMAjzAd) = N(J /zd).

(Proof. For a suitable y regular in A, we have that I —yJ is an open
ideal in 4, and clearly A(J/2J) =A(I/zI); but in proving 1.9 we have
seen that A(4/zA) =1(I/z])).

The following criteria, not depending on Theorems 1.5 and 1.9, will
be very useful:

Lemuma 1.11. An open ideal I in A is stable if and only if there ewists
an element  in I satisfying one of the following equivalent conditions:

(i) I*=zal.
(i) = is regular and Iz is a ring.
(iii) =z s regular and Izt = AL

Moreover, if I is stable and x is any I-transversal element, then (i), (ii),
(iii) hold.

Proof. We first check the equivalence of (i), (ii), and (iii). If
I* =al, then z is regular (since Az D1I?) and (Iz'):=1Iz", i.e. Iz is
closed under multiplication, so that (i)=> (ii). Conversely if (Iz1)2= Iz,
then I* =l i.e. (ii) = (i). Obviously (iii)= (ii). Finally, if (i) holds,
then zI"=1I"+* for all =1, and the proof of Proposition 1.1 shows that A!
is the least subring of A containing Iz*; since (i) = (ii), Iz is itself a
ring, so AT=1Iz*; thus (i) = (iii).

Now IAT—zA! for some @ in AT (Proposition 1.1); and if I is stable
then TAT—1 so that z€I; in other words, there exists an I-transversal
element (Lemma 1.8(i)). The rest follows from Lemma 1.8(ii) (with
n=1). Q.E.D.
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We conclude this section with an application of Theorem 1.9.

ProPOSITION 1.12. Let py, ps,* -, pn be the associated prime ideals of
(0) in A; for each 1=1,2,- - -, h let A;=—A/p;, and let ¢; be the length
of the artinian local ring Ap,. Let I be an open ideal in A and for each 1
let I;—IA; (so that I; is an open ideal in A;). Then I is stable in A if and
only if : I, is stable in A; for each i and

*) M (/1) = S (Y1) -

Proof. If I is stable then so is I; by Corollary 1.4(iii) (or else by
Lemma 1.11(i)). Furthermore we have Aa(I/I?) = pu(I) (Corollary 1.6 or
Theorem 1.9) and similarly A4, (Li/1*) =p(I;) (where p(I;) is the multi-
plicity with respect to A; of the ideal I;). But by [4; §(28.5)] we have

h
w(I) =i_21#(1i) "o
so that (**) holds.
Conversely, if each I; is stable and (**) holds, then we conclude that
M (I/I?) = p(I) so that I is stable (Theorem 1.9). . Q.E.D.

2. Arf rings. After some technical preliminaries, we recall the defini-
tion, suitably generalized, of a class of rings studied by Arf in [1] (cf. also
[3] for some geometric interpretations) ; we will call such rings “Arf rings.”
The defining condition, while not very exciting in itself, is convenient to
work with. Theorem 2.2 gives some more interesting characterizations of
Arf rings. We will also see that Arf rings behave well with respect to some
standard types of ring extension (cf. 2.5, 2.7, 2.8, 2.9).

We will need some basic properties of integral dependence over ideals,
which we review briefly before proceeding. Notation remains as in §1.
Recall that an element #z in A is said to be integrally dependent on the ideal
I if 2 satisfies a relation

2+ gt agen - - - a, =0 (n>0)

with a;€ I/ for j=1,%,- - -,n. It is equivalent to say that in the poly-
nomial ring A[T], the element 27T is integral over the graded subring

A[IT =A@ITS® T D - -.

From this latter condition it follows at once (by well-known properties of
integral dependence over rings) that the set I consisting of all elements in
A which are integral over I is an ideal in A. I is called the integral closure
of I in A. We have the usual closure properties:
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i ICI (obvious).
(i) ICJI=>ICT (obvious).
I=I (because every element of IT, and

(iif)
' hence of A[IT], is integral over

A[IT]).

I is said to be integrally closed (in 4) if I=1I. For any ideal I, I is the

smallest integrally closed ideal in 4 containing I.

Remarks. Without fear of confusion, we will continue to denote by 4
the integral clousure of A in its total ring of fractions (nof the integral
closure of the unit ideal in 41).

(a) If x is regular in A and z is integral over the ideal xA then
z/z€ A,

(To see this divide an equation of integral dependence of z over z4
20 4 bywat - bt - L bt =0 (b;eEd,1=71=n)
by z*).

Converscly, if z/z € 4 then z is integral over zA.

(b) If z€ A, J is an ideal of A, and 2zI CJI, where I is some ideal
of A containing a regulor element, say x, then z is integral over J.

(Indeed, for any finite basis {@i, @2~ - -, 2:} of I we have

13
zwi:j;l‘cﬁxf (1’=1329 : ,t,CWGJ)
ie.
13
0="2 (ci;—28;) % (Kronecker 8;;)
j=1

whence dz;=0 (1 =j=1) where d is the determinant
d= det(&,;j—- ZS,,;,') .

Hence do =0, i.e. d=20, and this is an equation of integral dependence for
z over J).

(¢) Let J C1I be two ideals of A, where I contains a regular element
of A. Then I CJ if and only if

Imi—JIn

for some integer n=0.
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(For, it I»*==JI" and z€ I, then
2In C It = JIn

whence # is integral over J by remark (b)
Conversely, if I CJ and {@,2s,* * *, @} is a basis of I, then an equation
of integral dependence for z; over J shows that, for some integer 7,

xm € J It (t=1,2,- - -, %).
It follows easily that any monomial z,"™x,™2- - -z of degree
Mm=my +Mmy4- - Fm>n+n,+4- - +n—1%
lies in JI™* (since m;=n,; for at least one 1) ; consequently

Im—JIn

for any m >n,+n, 4+ - -+ ng—1).

(d) As a particular case of (c) we have:

An element z of an open ideal I in A is I-transversal (Definition 1.7)
if and only if every element of I is integrally dependent on zA, i.e. (remark
(a)): @ s regular and z€ I=> z/x € A.

(e) (This will be used only in the proof of Proposition 4.5).

Let A’ be an A-algebra such that, if B is any A-algebra and C is a B-
algebra in which B is integrally closed, then also B®4 A’ is integrally closed
in C®uA’. If I is an ideal in A with integral closure I in A, then the
integral closure of I'=1IA" in A’ is IA’.

(The condition on A’ is satisfied, for example, if A”— Ay where § is
a multiplicative system in A4 [2, Chap. 5; p. 22, Prop. 16], or if 4’ is a
polynomial ring over A [2, Chap. 5; p. 19, Prop. 13]).

(Proof. Let C=A[T], Br=A[IT]. The integral closure of B; in
C is a graded ring B=A ®IT @ - - [2, Chap. 5; p. 30, Prop. 20]. It
follows that the integral closure of A’[I’T] in A'[T] is A/ ®IAT & - -).

Definition 2.1. Let A be as in §1. A is an Arf ring if there exists
an I-transversal element for every integrally closed open ideal I in A (cf.
remarks following Definition 1.7) and if the following condition is satisfied :

(#) whenever z, y, z in A are such that « is regular and both y and 2
are integral over zA (i.e. y/z,2/x € 4, cf. remark (a) above), then yz€ z4.

The usefulness of this definition will become more apparent as we
proceed. There are many examples of Arf rings in [1]. For the moment,
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we give only a counterexample: it can be checked that if F, is the field with
two elements, then the complete local ring A =F,[[X,Y]]/XY(X+Y)
satisfies condition (#), but there is no M-transversal element, M being the
maximal ideal.

We need also to recall the notion of a local ring infinitely near to A.
Detine the sequence of semilocal rings

A4=4,C4,C4,C---CA

by taking, for each 1=0, 4;, to be the ring obtained from 4, by blowing
up the radical of 4;. A local ring of the form (4;)p, where P is a maximal
ideal in 4, is said to be infinitely near to A.

TaEOREM R.2. The following conditions on A are equivalent:
(i) A is an Arf ring.
(ii) Ewery integrally closed open ideal in A is stable.
(iii) If B is any local ring infinitely near to A, then the embedding
dimension of B is equal to the multiplicity of B.

Proof. (i) > (ii). Suppose that 4 is an Arf ring, let I be an integrally
closed open ideal in A, and let = be an I-transversal element. We must show
that Iz is a ring (Lemma 1.11). But if y/z, 2/2 are two members of Iz,
then y/z,2/x € A (remark (d) above) and so yz€ z4, i.e.

J.2_v (we A).

Since w/x€ A and I is integrally closed, remark (a) shows that we€ I, and
so Iz* is closed under multiplication, as required.

(ii) > (i). If (ii) holds, and J is an integrally closed open ideal in 4,
then J2—=wJ for some w in J (Lemma 1.11) and this w is J-transversal.
It 2, y, z are now any elements of A, with @ regular, and if I is the integral
closure of x4, then z is I-transversal (remark (d)), and I?—=aI (Lemma
1.11) ; hence if both y and z are integral over zA, then yz€ I2 C zA.

(ii) > (ili). Because of Corollary 1.10 it is enough to show that if
(ii) holds in A, then (ii) holds in every local ring B infinitely near to 4.
It is even enough to show that (ii) holds in each of the rings A; appearing
in the definition of “infinitely near” (preceding Theorem 2.2); for, B is a
localization of such an A;, and so if J is an integrally closed open ideal in B,
then J —IB where I is the inverse image of J in A;; but I is easily seen to
be integrally closed and open in A4;, and if I is stable then so is J, because
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of Lemma 1.11(i) (or Corollary 1.4(iii)). By induction, we are reduced
to showing that: if (ii) holds in 4; then (ii) also holds in 4;,. Now clearly
the radical of A; is integrally closed in 4;, and so the conclusion results from
the following:

Lemuma 2.3. Let A be as usual, let I be a stable integrally closed open
ideal in A, and let © be an I-transversal element, so that Al =Ix* (Lemma
1.11). Then J < Jz is a one-one correspondence between integrally closed
open A-ideals J C I and integrally closed open Al-ideals, and such a J is
stable in A if and only if Jat is stable in AL In particular, if condition (ii)
of Theorem 2.2 holds in A then it also holds in Al

Proof. We first show that (Iz*) (Jz*) & Ja* when J is as in Lemma
2.3; it follows then that Jz is an ideal in A7==1Iz"*, Clearly (Iz*) (Jao?)
ClIz?, so (Ie*)J CICA. Moreover if y€ Izt and z2€J, then it is
immediate (since y € A) that yz is integral over 24 CJ, and since J is
integrally closed in 4,yz€J. Thus (Iz*)J CJ, i.e. (Izt) (Jot) Sz

Jz is an open ideal in Iz since J (and hence Jz*) contains a regular
elenient. Also, if y € Iz and y is integral over Ja, then yz€ I C A4 and
yx is integral over J, so yx € J and y € Jo~*; in other words Ja* is integrally
closed in Iz*.

Conversely, let J” be an integrally closed open ideal in Iz*. Then
obviously J’z is an open ideal in 4, J’x+ CI. If y€ A is integral over J'z
then y €I (since J’zC I and I is integrally closed) and hence yz* is an
element of Iz-* which is integral over J’, i.e. yz* € J’, i.e. y € J'z; thus J'z
is integrally closed.

Finally J is stable in A if and only if J2=wJ for some w in J
(Lemma 1.11), i.e. if and only if (Jz')2= (wz?) (Jzt), i.e. if and only
if Jz* is stable. This completes the proof of Lemma 2. 3.

(iii) > (ii). Let J be an integrally closed open ideal in 4 ; assuming
that (iii) holds for 4 we want to prove that J is stable. We may as well
assume that J 4 A4. Let I be a maximal ideal in 4 containing J; in view
of Corollaries 1.4(iv) and 1.10, condition (iii) of Theorem 2.2 (with
B = A4, the localization of A at I) entails that I is stable. If z is an I-
transversal element, then, as in Lemma 2.3, Jz* is an ideal in A!— Iz,
and if Jz* is stable in AT then J is stable in 4. Furthermore we have

Nt (A1/Ta2) = 04 (I o)
= (L/J)
<Aa(4/0).
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Thus if we could show that (iii) holds for AI then the desired conclusion
would follow by induction on A4 (4/7).

It will therefore suffice to show that if I is any mazimal ideal of A,
then every local ring infinitely near to Al is also infinitely near to A. This
just involves straightforward technical points, as follows. First note that
blowing up commutes with localization: let J be any open ideal in A, and
let § be a multiplicative system in A such that the ring of fractions Ag
is one-dimensional and Macaulay (so that JAg is an open ideal in Ag);
then the rings (A47)g and (Ag)74s are canonically isomorphic (Corollary 1.2,
with I=J, B=Ag). Next, let Q@ be a maximal ideal in A’ and let
P=@nNA. The preceding remark gives (up to canonical isomorphism)

(Ap)Hr— (AN)p (=AT®s4dp);

hence (A!)q, which is a localization of (A!)p at one of its maximal ideals
is infinitely near to the local ring Ap. The conclusion then follows from:

LeMMmA 2.4. Let A be as usual. Then:

(i) A local ring B is infinitely near to A if and only if B is infinitely
near to Ap for some mazimal ideal P in A. :

(ii) If B’ is a local ring infinitely near to A, and B 1is a local ring
infinitely near to B’, then B is infinitely near to A.

[(i) shows then that if B is infinitely near to A, then B is infinitely
near to (A7) for some maximal ideal @ in A7, and since, as above, (4I)q
is nfinitely near to 4p, (i) gives that (AZ)q is infinitely near to 4 ; finally
(if) (with B’= (41)q) shows that B is infinitely near to A, as desired.]

Proof of Lemma 2.4. Bearing in mind the commutativity of blowing
up and localization, and the fact that if § is a multiplicative system in A
such that Ay is one-dimensional and Macaulay then MAg is the radical of Ag
(M being the radical of A), one sees that if

A=A0C_:A1C_;A2.C;' G4, C -

is, as usual, the sequence of rings derived from 4 by successively blowing up
radicals, then (up to canonical isomorphism)

As=(4o)s © (A1)sC (4,)s &+ - - C (4a)s C

is the sequence derived similarly from Ag. (i) follows easily. As for (ii),
if B’ is a localization of some A4; at one of its maximal ideals, then by (i)
B is infinitely near to A;, and hence to A4.

This completes the proof of Lemma 2.4 and Theorem 2. 2.
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CororLrLARY R.5. (i) 4 is an Arf ring if and only if Ap 1is an Arf
ring for every mawximal ideal P of A.

(ii) If A is an Arf ring and B’ is a local ring infinitely near to A,
then B’ is an Arf ring. ‘

Ezample. If the multiplicity of M, (M), is =2, then 4 is an Arf ring.

Proof. If B is a one-dimensional Macaulay local ring with u(B) =2,
then emdim (B) =pu(B), because emdim (B) = u(B) (Corollary 1.10) and
emdim (B) ==1=> B regular= u(B) =1. So the assertion follows from the
general fact that ¢f B is infinitely near to A, then p(B) =p(M). [As in
the proof that (ii) = (iii) in Theorem 2.2, we are reduced to showing that
if M, is the radical of A; =AM, then p4,(M,) =pa(M). However, since
MA, =24, with z regular in A; (Proposition 1.1), remark (b) following
Corollary 1.10 (with J =A4,=A4,M1) gives

Aa(As/MAL) =g (Ao/MAL) = Ay (As/MA,) = ha,(As/MoA,)

i.e. (Theorem 1.5)

pa (M) = pay (My).]

* % %

In what follows (2.6, 2.7, 2.8), we consider a ring homomorphism

f: A— B where B is also a semi-local one-dimensional Macaulay ring. We
assume that the map f is continuous, i.e. if J is an open ideal in B, then
f1(J) is an open ideal in A. (It suffices to check this for mazimal ideals J
in B, i.e. f1(J) should be a maximal ideal in A for each such J.) We look
for conditions under which “4 is an Arf ring” implies “ B is an Arf ring”
(or vice-versa (2.9)).

ProrosiTioN R.6. f: A— B being as above, suppose that every integrally
closed open ideal in B is extended, i.e. of the form IB for some ideal I in A.
Then if A is an Arf ring, so is B.

Proof. TUsing (ii) of Theorem 2.2, we can argue just as in the middle
of the paragraph preceding Lemma 2.3.

CorOLLARY R.7. If A is an Arf ring then so is B in any one of the
following situations (f being the obvious map in each case):
(i) B=Ag where S ts a multiplicative system in A (such that Ag
1s a one-dimenstonal Macoulay ring).
(ii) B=A4, the completion of A.
(iii) B=A/J, where J is an ideal in A none of whose associated prime
1deals is mazimal.
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ProposiTioN 2.8. f: A— B being as above, assume that B is a flat
A-module and that MB is the radical of B. (M is, as always, the radical of A).
Assume further that if @ is a mazimal ideal of B, then B/Q s a separable
field extension of A/(QNA). (Our conclusion will also hold if “B” is
replaced by “A” in this last assumption.) Under these conditions, if A is
an Arf ring then so is B.

Proof. Tet A=A4,C4,CA,C- - - be as in the definition of “infi-
nitely near” (preceding Theorem 2.2), and let B=B,C B, CB,C- - -
be similarly defined. Then in view of (iii) of Theorem 2.2, and Corollaries
1.4(iv) and 1.10, 4 is an Arf ring if and only if the radical M, of 4, is
stable in 4, for all 1= 0; and similarly for B. By induction on 4, we shall
show that B;— B ®4 A; and that M;B; is the radical of B;, In view of
Corollary 1.4(iii), this will prove Proposition 2.8.

If B;==B®4A; and M,;B; is the radical of B;, then B; is flat over 4,
and Corollary 1.2 shows that

Biyy =BMBt =B;®4, Ay, — BQy Ajsa.

Moreover, every maximal ideal in B;,; contracts to a maximal ideal in B
(since By is integral over B), hence in A, hence in A4;,,; in other words
M;iB;., is contained in the radical of B;,. Also, since M;, contains a
regular element and B;,, is flat over A, the ring Bi./M; By is zero-
dimensional, and we have only to prove that it has no nilpotent elements.
But
B¢+1/Mi+1Bi+1 = (B/MB) Qu/u (Am/Mm)

and the conclusion follows in a straightforward way from the separability

assumptions in Proposition 2.8, and the fact that the tensor product is com-
patible with direct products of algebras [i.e. if C is a ring and Ey, B»,- - «, E,,

F., K- - -,Fy are (-algebras, then there is a canonical isomorphism of
C-algebras
(HE}) ®g(jHFj)-—”—+]}Ei®on]. Q.E.D.
i= =1 (5

In connection with Proposition 2.8, cf. also Corollary 4.9.

ProrosiTioN 2.9. Let B be a faithfully flat A-algebra, with B a one-
dimensional semi-local Macoulay ring. If B is an Arf ring then A is an
Arf ring.

Proof. TLet A(X) be as in the proof of Theorem 1.9, and let B(X)
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be similarly defined. It is easily seen that B(X) is faithfully flat over 4 (X).
By Proposition 2.8, B(X) is an Arf ring. If we knew that 4 (X) was an
Arf ring, then the proof of Proposition 2.8 would show that 4 is an Arf
ring (use the “converse” part of Corollary 1.4(iii)). We may therefore
assume that 4/P is infinite for every maximal ideal P in A, so that every
open ideal in A has transversal elements.

It remains then to be seen that the condition (#) in Definition 2.1 is
satisfied. We may identify A with its image in B. Given z, y, z as in (#),
we have (by flatness) that x is regular in B, and clearly ¢, 2, are both integral
over «B. Hence y2€ zBN A ==z4.

3. Arf closure. We assume throughout this section that A is a finitely
generated A-module (notation as in §1).

(It follows that A and its completion 4 are reduced: for if w is a nil-
potent element in 4 and z is a regular element in the radical M, then

A(w/z) S A(w/2*) & - - S A(w/z") SA(w/zm) S - -

is a strictly increasing sequence of A-submodules of A unless w=0; hence
4 is reduced, 4 is a direct product of semilocal Dedekind domains, (4)"
is a direct product of discrete valuation rings, (4)* is reduced, 4 is reduced,
and incidentally (4)* =4 ®, 4 is the integral closure of 4 in its total ring
of fractions. Conwversely, if A is reduced then A is a finitely generated A-
module (cf. [4; §(32.2)]).)

PRroPOSITION-DEFINITION 3.1. Among the Arf rings between A and A
there is one, A’, which is contained in all the others. A’ will be called the
Arf closure of A.

Proof. Let A CBC A, B being an Arf ring. Let I be any open ideal
in 4, let J=1IB and let J be the integral closure of J in B. Then (with
notation as in Proposition 1.1):

(*) IATCJB CJB'CB.

To see this, note first of all that IB/=JB’ is principal, so that A7C B/
(Proposition 1.1), which gives the first inclusion in (*). Next we have,
for some n >0, JJ*=J"1 (remark (c) near the beginning of §2), and
since JB is principal, generated by a regular element of BY, it follows that
JBY—JB7; thus, by Proposition 1.1 again, B/ C B?, whence the second
inclusion. Finally, since B is an Arf ring, J is stable in B (Theorem 2.2),
i.e. JB7—=J CB.
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Now let 4y be the ring generated over A by all the elements in IA4!
with I ranging over all open ideals in A. Then, from what we have just
seen, A ;) ©B. Replacing 4 by Ay in the preceding, we can construct a
new ring A = (4@w)aw & B. Repeating the procedure, we obtain a
sequence of rings

ACA,HCALHC---CB

(with A1) = (4@u)) @) for each ¢>0). Since B is a finitely generated
A-module, we have A=A 1) =A ="+ for n sufficiently large.
To prove Proposition 3.1, it is enough now to show, for such n, that A,
is an Arf ring.

If I is an integrally closed open ideal in A (), then I(4 ) C 4 )
= A . But clearlyif z€1 and y€ (Ad,))! (CA) then ay is integral over
xd ) C©1 so that ay€I; thus I(Aw)  C1, i.e. I is stable in A(,. By
Theorem 2.2, 4y is an Arf ring. Q. E.D.

Remark. I1f A/P were infinite for every maximal ideal P, then Proposi-
tion 3.1 would be trivial, since only the condition (#) of Definition 2.1
wouid be involved.

CoRoLLARY 3.2. Let B be an Arf ring, and let f: A— B be a homo-
morphism such that f(z) is regular in B whenever z is reqular in A. Then
f extends uniquely to a homomorphism f': A’— B, and {'(4’) is an Arf ring.

Proof. f extends uniquely to a homomorphism f: 4 — B, and we need
only show that f(4”) CB. If I is any open ideal in A4 and J—=1IB, then
Corollary 1.2 shows that f(A4!) C B/, whence f(IA!) CJB C B, and it
follows that 7(4)) ©B (cf. proof of 3.1). Repeating the argument, we
get f(A) &B, - -, f(Am) CB,- - -, and for large n this gives 7(4”) C B.
Furthermore Corollary 2.7 (iii) shows that f(A’) is an Arf ring.

COROLLARY 3.3. “Arf closure” commutes with completion and localiza-
tion. In other words, if B=A (resp. B= Ag for some multiplicative system
S in A such that B is one-dimensional and Macoulay), then B’ — (A’)* (resp.
B = (4")g).

Proof. In either case let f be the composed map A — B— B’, and let
ff+A’—> B’ be as in 3.2. There is a canonical isomorphism B®,4 A4’
> B[f'(4")] (since B is flat over A), so that, after identifying, we have

BCBRACPB.

But B®4A"—= (4”)* (resp. (4’)s) is an Arf ring (Corollary 2.7) and
hence B®4 A’ — B’. Q.E.D.
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In connection with 3.3, cf. also Corollary 4.9.

THEOREM 3.4. Let A’ be the Arf closure of A and let C be any ring
between A and A’. Then:

(i) For every mazimal ideal P of A there is precisely one mazimal
ideal Q of C such that Q N A=P. In particular if A is a local ring then
so s C.

(ii) For each P, Q as in (i), the fields A/P and C/Q are canonically
isomorphic.

(iii) For each P, Q as in (i), the local rings Ap and Cq have the same
multiplicity.

Proof. Because of Corollary 3.3, we may replace A by 4p, i.e. we may
assume that A is local. As usual, M will be the maximal ideal of 4, and 4
will be the integral closure of 4. It is easily checked that 4 + M4 is a local ring
with maximal ideal M4, and that the canonical map A/M — (4 + MA)/MA
is an isomorphism. With notation as in the proof of 3.1, we have
TATC A 4- MA for every open ideal I in A, whence 4y C A+ MA. Hence
A is a local ring, with maximal ideal My —=MA N A, and

Ay +MUd =44 MA.
So we may repeat the argument to obtain
A CAnC- - - CAwm S - -CA+NA

For n large, this gives 4°C A+ MA. (i) and (ii) follow at once.

Now if @ is the (unique) maximal ideal of C, then @ =MA N C, so
QA= MA. The multiplicity of 4 is A (4AM/MAM) (Theorem 1.5), and
this is the same as M4 (A/MA), (cf. remark (b) following Corollary 1.10,
with A replaced by AM and J by A). Similarly the multiplicity of C is
Mo {4d/QA). But since C/Q = A/M is the only C-module of length one, we
see that

Ao(A/QA) = (4/QA) =ra(A/MA).
This proves (iii). Q.E.D.

Remark. Theorem 3.4 also follows from Proposition 4.5 and Theorem
4.2.

THEOREM 3.5. “Arf closure” commutes with “quadratic transform.”
In other words, with the usual notations, if M’ is the radical of A’, then

(A) = (4)™.
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Proof. Let C' =AM, so that MC = 2C for some regular « in C (Proposi-
tion 1.1). As in the proof of Proposition 3.1, we have 2C (= MAM)C 4’,
so that z€ A’ and CCA4’: 24’. But A’: 24’ is an Arf ring: for if
y€ A’: xA’ then yx € I where I is the integral closure of 4’ in 4’ (remark
(a), § ), whence 4”: 24’ = Iz* = (A’), which is an Arf ring (Lemma 2.3
and remark (d), §2). Therefore also ¢V C A’: 24’, i.e. A a0 C 4"

Now the radical of the ring A ++ xC’ is zC’: indeed if @ is any maximal
ideal of A -+ 20’ then @ 2D M, whence Q 2D M(2C") = (2C")? so Q@ D x(”; and
on the other hand we have a surjective homomorphism 4/M — (4 + zC")/z(’,
so that (4 + 20”) /z(” is a direct product of fields. Since (2C”)?=z(z("),
the radical (" is stable in 4 + 2C” (Lemma 1.11(i)), so the ring obtained
from A 4 2C” by blowing up its radical is #C”: 20" =(’: ("=C(". Since
zC” is stable and (" is an Arf ring, it follows from (iii) of Theorem 2.2
(and cf. Corollaries 1.4(iv) and 1.10) that 4 4-2C” is an Arf ring. But
ACA+ 20" CA’, and so A’=A +2C’, M’ ==z(’, and

(A)YM — (7 — (AM), Q.E.D.

For developing some consequences of 3.4 and 3.5 we need to recall the
notion of the branch sequence of A along o mazximal ideal N of A. As
befere, we consider the sequence of semilocal rings

A=4,C4,C4,C---C4

in which, for each 1=0, A4, is the ring obtained from A4; by blowing up
the radical of A4;. Let B; (=B;(N)) be the local ring (A4;)wna,. The
sequence By, By, Bs,* - + is called the branch sequence of 4 along N.

The members of any such branch sequence are, by definition, infinitely
near to 4, and every local ring B infinitely near to 4 occurs in some branch
sequence. Let us denote the multiplicity of such a B by us. If Mp is the
maximal ideal of B and f: 4— B is the canonical map, then B/Mp is an
algebraic field extension of A/f*(Mz), of finite degree 8z. If B;= Bi(N)
is as above (¢=0,1,2, - +) then the sequence of pairs

(I“Bv 631) 0=i<0
will be called the multiplicity sequence of 4 along N.

ProrosiTiON 38.6. Let N be a mazimal ideal in A. If By, By, B, « - 48
the branch sequence of A along N, then (B,)’, (B1)’, (Bs)’, - - is the branch
sequence of A" along N, where ’ denotes, as usual, Arf closure.

Proof. The assertion is a straightforward consequence of the commu-

7



670 JOSEPH LIPMAN.

tativity of Arf closure with quadratic transform and localization (Theerem
3.5 and Corollary 3.3), account being taken of Theorem 3.4(i). Q.E.D.
From Theorem 3.4, we now obtain:

CoroLLARY 3.7. If A, A’, N are as in Proposition 3.6, then the multi-
plicity sequences of A and A" along N are the same.

CororLrLARY 8.8. (Du'Val [3]). If 4 is a complete local domain with
algebraically closed residue field, so that the multiplicity sequence of A
along the unique mazimal ideal of A can be written (uo, 1), (u1, 1), (o, 1), - -,
then A is an Arf ring if and only if the semigroup of values of elements of A
(for the discrete valuation with valuation ring A) 1is

{O; Bos o = 1y pro b pa oy }

Proof. Note that A is a finitely generated A-module, and that the
branch sequence 4 =A4,,A4,,4,,- - - of A is such that 4,—=4 for large .
Keep in mind that 4 and A’ have the same multiplicity sequence (Corollary
3.7). It is easily checked that 4 = A’ if and only if 4 and A’ have the same
semigroup, and hence it is enough to show that 0,uq, pmo -+ ps,- + - is the
semigroup of 4’. This is clearly true if A’—=4; by induction (on the least
n such that 4%,=A4) we may therefore assume that the statement holds for
the ring (4’)M = M’z*, where M’ is the maximal ideal of A, and z is
M’ -transversal (cf. Lemma 1.11). But the value of z is

MA /oA = N(A/M'A) = po

(ct. proof of Theorem 3.4), and so the statement follows for 4 Q.E.D.
Under our standing assumption that 4 is a finitely generated A-module,
it is easily seen that the A-module 4/4 has finite length, say L. If A is the
local ring of a rational point P on an algebraic curve T, then L is the increase
in the arithmetic genus of T over that of the curve IV obtained from T by

resolving the singularity at P. The next theorem gives some information
about L.

THEOREM 3.9. Let u,8 be as in the remarks preceding Proposition 3. 6.
Then

As(4d/4) =2 (p—1)
where B runs through all the branch sequences of A along maximal ideals
of A; and equality holds if and only if A is an Arf ring.

Proof. Let the rings 4, C A, CA4,C- - -C A4 be as in the definition
of “branch sequence” (preceding Proposition 8.6). Fix an i=0, let
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My, M, - -,M; be the maximal ideals of 4;, and let B; be the local ring
(A)u, (1=j=1t). We shall show that

t
A(4in/4s) = ESB; (pB,—1)

with equality if and only if emdim (B;) = pp, for all . Then, in view of (iii)
of Theorem 2.2, summation over all ¢ will give the desired result.

Now since A4;.1/A4; is of finite length, we have an isomorphism of A;-
modules

¢
i/ A= jI; Ci/B;

where C;=B;®4, A4.,. C; is obtained from B; by blowing up the maximal
ideal M;B;(Corollary 1.2). Hence by Theorem 1.5 the Bj;-module C;/B;
has length = pup,—1, with equality if and only if M;B; is stable, i.e.
emdim (B;) = up, (Corollary 1.10). The conclusion follows easily. Q.E.D.

CorOLLARY 3.10. Let A’ be, as usual, the Arf closure of A. If B is
a ring between A and A, then B C A’ if and only if A and B have the same
multiplicity sequence along each maximal ideal of A. In particular, A’ is
the largest subring of A among those which contain A and have the same
multiplicity sequences as A.

Proof. If A and B have the same multiplicity sequences then so do A’
and B’ (Corollary 3.7). Since A’ C B, 3.9 gives

NaAA/B') Z Ao (A/B') — A (A/47)
whence B’ = A4’.

Conversely if BC 4’, i.e. B =A’, then 4 and B have the same multi-
plicity sequences (Corollary 3.7).

4. Strict closure of rings. We define the “strict closure” of one ring
in another, study some basic properties of this operation (4.1, 4.2) and
examine its behavior under flat extensions (4.3, 4.4, 4.10). The main
results (4.5, 4.6, 4.11) bring out the relation between Arf rings and rings
which are strictly closed in their integral closure.

Let A be any ring (commutative, and having o multiplicative identity
1=14) and let B be a subring of 4 (with 1,€ B). For any ring C such
that B C C C A there is a canonical surjective ring homomorphism

a(= aA’B’c) : A®3A6A®CA
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whose kernel is the ideal in 4 ®p A generated by the set of elements
{c®1—1®c|ceC}.

In particular « is an isomorphism if and only if C'C B*, where B* is the
subring of 4 given by

B*={zcA|2Q1=1Qz in AQpA}.

It is immediate that, always, B* C C* (use @4,p,c), and that (B¥)* = B*
since o4, pp+ is an isomorphism).

We say that B is strictly closed in 4 if B=B*.2 For any B, then, B*
is the smallest strictly closed (in 4) ring between B and A4; we call B¥ the
strict closure of B in A.

Lemma 4.1. Let BCOCA be as above, and suppose that the
canonical map
a: AQpA—> ARy A

is an isomorphism. Let P be a prime tdeal in B. Then there is at most one
prime tdeal Q in C with the properties that Q N B=PF and QAN C=¢Q.
If such a Q exists, then the fraction field of B/P is canonically isomorphic to
that of C/Q.

Proof. The condition that « be an isomorphism “respects change of
base” in the following sense: if B’ is a B-algebra, and for any B-algebra F
we let B be the B’-algebra F'®p B’, then, if « is an isomorphism, so also is
the canonical map

o A Qp A —> A" Q¢ A’.

(Let C ! (04 d A’ be the canonical maps. Ifc®1=1®cin AQp A
for all ¢ in C, then ¢ ®1=1Q¢ in A’ ®p A’, where ¢ =g (f(¢)); conse-
quently @’ ®1=1Q® 1’ in A’ Qp A’ for all 2’ in the B’-subalgebra ¢(C”) of
A’ generated by all such ¢.)

Furthermore, if B’ is a field, and & is an isomorphism, then the canonical
images of B’ and C" in A" are equal. (For, if € A" and « ¢ image of B’, then
z®1 and 1®a are linearly independent over B’ in 4’ ®p 4’'=A"Q¢ 4’,
so that 2® 1541 ®z, whence z ¢ image of (’.)

3 In the terminology of Grothendieck, this means that the inclusion map B — A is
a strict momomorphism in the category of commutative rings with identity. In case
A is integral over B, it also means that Spec(4) - Spec(B) is an effective epimorphism
of schemes.
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Now take B’ to be the field of fractions of B/P. Then B’= Bg/PBg
where S is the multiplicative system B—P in B, (" = Cg/PCy, A’ = Ag/PAg,
and the preceding assertion about the equality of the images of B’ and ¢’
in A’ leads to the conclusion that if « is an isomorphism, then the canonical
homomorphism

,32 Bs/PBs-% Os/PAg N Os

s surjective. Thus if PAgN Cgs4Cs, then B is an isomorphism and
PAgN Cy is a mazimal ideal of Csg.
Finally, if @ is a prime ideal in C such that Q " B=P and QA N C=Q,
then
PAsNCs CQAsN Oy =Q Cg~=Cs

so that the mazimal ideal PAgN Cg is equal to QCg. It follows that @ is
uniquely determined by P, which is the first assertion of the lemma, and
the above map B gives the isomorphism in the last assertion. Q. E.D.

Remark. 1t is easily seen that @ exists if and only if PA N B=P.

THEOREM 4.2. Let B be a noetherian local ring and let A be a subring
of the total ring of fractions of B such that A DB and A is a finitely
generated B-module. Let B* be the strict closure of B in A, and let C be
a ring such that BC CC B* Then:

(i) For each prime ideal P of B there is a unique prime ideal Q of C
such that Q N B=P. In particular, C is a (noetherian) local ring.
(ii) For each P, Q as in (i), the fraction fields of B/P and C/Q are
canonically isomorphic.
(iii) The local rings B and C have the same multiplicity.

Proof. Since A is integral over B, there exists a prime ideal P’ in 4
such that PN B=P; setting Q =P’ N C, wehave Q N B=P, QAN C=Q;
hence the first two assertions follow from Lemma 4.1. (C is obviously
noetherian, and C is local because for every maximal ideal My of C,
M¢ N B = Mp, the unique maximal ideal of B; so there is just one such M¢.)

As for (iii), the proof of Lemma 4.1 shows that My—MpA N C, so
that M¢A = MpA. Furthermore, since C is a local ring with the same residue
field as B, we have for any C-module M of finite length,

Ao(M) =g (M) (A=1ength).
(Tt is enough to check that every C-module of length one is also a B-module
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of length one; but C'/M¢ is the only such C-module.) Now by [4; §(R3.4)],

pe(Mp) = pp(Mpd)
(p=multiplicity)

po(Mo) = po(Mod)
and the preceding remarks show that

pe(MpA) = po(MpA) = po(Mod).
Thus,
pe(Mp) = po(Mo). Q.E.D.

“Strict closure” is well-behaved with respect to flat base change:

ProposiTION 4.3. Let A be a ring, let B be a subring of A, and let B’ be
a flat B-algebra. If B s strictly closed in A then B’ is strictly closed in
A=A Qg B, and the converse is true if B’ is faithfully flat over B.

Proof. Let 71, 7, be the B-module homomorphisms from 4 into A ®p A
defined by = (2) =2®1, m.(z) =1Qz. To say that B is strictly closed
in 4 is to say that the sequence of B-module homomorphisms

inclusion To—1T1

B 4 AQpA

is exact. Tensoring this sequence with B’ we get (modulo canonical iso-
morphisms) the similar sequence for B’ and A4’, and the conclusion follows.

CoroLLARY 4.4. Let A be a ring, let B be a subring of A with strict
closure B* in A, and let B’ be a flat B-algebra. Then the strict closure (B’)*
of B in AQp B is B*Qp B'.

Proof. As in the beginning of the proof of 4.1 (with ¢'= B*) we have
("=B*Qp B’ C (B’)*. But by 4.8, ¢’ is strictly closed in 4 QpB’.

Q.E.D.

We turn next to the relation between strict closure and Arf closure.

ProrosiTion 4.5. (Zariski). Let A, A be as in §1. If A 1s strictly
closed in A then A is an Arf ring.

Proof. If A/P were infinite for every maximal ideal P in 4, the proof
would be quite simple: given z,y,2€ A with « regular and y/z€ 4, 2/2€ A
we have (in A®,4)

Lo1=L@st=Y,02=10%,
T X T T T T
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so if A4 is strictly closed in A then yz/x € A ; thus condition (#) of Definition
2.1 holds for 4.

For the general case, we use the following fact: ¢f I is an integrally
closed open ideal in A, and if A is strictly closed in Al, then I is stable in A.
(In view of Theorem 2.2 (ii), this will prove Proposition 4.5, because 4 is
strictly closed in 4, hence a forttori in A7 for all such I.)

To prove the above fact we may replace I by IA(X), A(X) being as in
the proof of Theorem 1.9 (remark (e) in §2 shows that JA (X) is integrally
closed, and Proposition 4.3 shows that 4 (X)) is strictly closed in AT®, 4 (X)
= A (X)4X) (Corollary 1.2); finally I is stable if and only if 74 (X) is
stable (Corollary 1.4(iii)). So we may assume that there exists an I-
transversal element . If y € I, 2€ I, then y/x € AL, z/x € AL, (Lemma 1. 8(i)),
and we conclude, just as in the beginning of the proof of 4.5, that yz/x € 4.
But since yz/2? = (y/z) (#/x) € A, we see at once that yz/x is integral over
zA C I, whence yz/x € I. Thus I*C al, i.e. I is stable (Lemma 1.11(i)).

Q.E.D.

In the next theorem, we prove the converse of Proposition 4.5, under
the assumption that 4 contains a field. It would be nice to get rid of this
assumption (or, failing this, to show that the assumption is necessary).

THEOREM 4.6. Let A and A be as in §1, and assume that A contains
o field F with 1, € F. If A is an Arf ring, then A s strictly closed in A.

Proof. We consider the sequence of rings

A=4,C4,C4,C- - QA-

where A;,; is the ring obtained by blowing up the radical of 4; (¢=0). We
will show that (i): |J 4, (=1lim 4,) =4, and that (ii) : 4 is strictly closed
n=0 -

in A, for each n=0. It follows (since ® commutes with lim) that
-

A_ ®A zi = hm (An ®A A")
=

n

and hence that 4 is strictly closed in 4.

To prove (i), let z,y€ A, with z regular and y/z€ 4. We must show
that y/x€ A4, for some n=0. We do this by induction on the length
M(A/zA). If this length is zero, then z is a unit in 4 and y/z € 4,. If the
length is not zero, then z lies in some maximal ideal P of A, and since y is
integral over #4 C P, also y€ P. Since the radical M is of the form PQ
for a suitable ideal @, and M4, (= (PA,) (Q4,)) is principal, therefore P4,
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is principal, say P4, = #z4, with 2 regular in 4, (cf. proof of Proposition 1.1).
Then 2z is not a unit in 4, (since 4, is integral over 4), and zz™*,yz1 € 4,.
Using remark (b) following Corollary 1.10 we see that

M(A/2A)Y = Aa(A1/24,) = Aa (Av/2AL) > M, (Ay/xzAy).
By the inductive hypothesis, we have for some n >0
Y/ =yz 2z € (A1)n1 =44,

and so (i) is proved.

We prove (ii) by induction on n, there being nothing to prove if n=0.
Let us assume then that A is strictly closed in 4,, and deduce that 4 is
strictly closed in Ag,;.

To begin with, we may assume that 4 is local, because first of all
localization at a maximal ideal of A4 “commutes” with the sequence
A, C A, C A, T - - (cf. proof of Lemma 2.4) ; secondly Ap is an Arf ring
it 4 is (Corollary 2.5) ; and finally (as is easily checked), if Ap is strictly
closed in (Ap)y=A4,®4 Ap for all maximal ideals P of A, then A is strictly
closed in 4,.

Nsxt, let A* be the strict closure of 4 in A,.,; by Lemma 4.1 and its
proof, A* is a local ring, with maximal ideal M* = MA,., N A%, and the
canonical map A/M — A*/M* is an isomorphism. Let z€ A%, i.e. 2®1
=1Qzin 4,1 Qs Ap. We wish to show that € 4. The preceding remarks
show that o —y € M* for some y in 4, so we may assume that z € M*. Since
4 is an Arf ring, there exists an M-transversal element z in 4, and

2l =MA = M*Apy

(Lemma 1.8(i)). Hence, in particular, /2 € A,...

If we could show that z/2 € A,, then we would be done, because 4, — Mz
(Lemma 1.11(iii) ), whence # € M. Since 4, is an Arf ring (Lemma 2.3),
the inductive hypothesis allows us to assume that A4, is strictly closed in 4,4,
so it would be enough to show that, in A, ®4 Ay,

2/2Q1—1Qz/2=0.
Now, in A, ®4 Ap,; we have
2Q@1—1Qz=12[(2/2)®1—1Q (z/2)] =0.
Our conclusion will follow then, from:

Lemma 4.7. Let A, A be as in §1, with A local, and assume thot A
contains o field. Assume also that the mazimal ideal M of A is stable, and
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lot Ay =AM = Mz?, 2 being M-transversal. Let C be a ring with A, CC C A.
Then the kernel of the canonical map a: C Q4 C— CQy, C is the annihilator
of z in OQ®,C.

Proof. The kernel of «, being generated by elements of the form
y®1—1Q®y, y€ Ay, clearly annihilates z (since yz€ 4). To prove the
converse, we may asumme that 4 is complete: for, in the first place, the
maximal ideal M4 of A is stable (Corollary 1.4(iii)), and clearly z is MA-
transversal ; secondly, since 4 is flat over 4, we have 4, — (A)M4 —A Q4 A,;
and finally we have a commutative diagram (with 0 =C®,4)

a
0®40——-—>0®410

| o ]

0®4i0—--—-0R®4,C
with 8 injective (since ( ®4, 0 = (0'Q4, C) ®4 A), which shows that it suffices
to prove Lemma 4.7 for a.
Assuming now that A is complete, let k¥ be a field of representatives
of 4, so that A contains the power series ring k[[2]]. Let w=§]a¢ ®.4 b

i=1

(a5, b:€ C) be such that zw=0 in 0 ®,4C. Then, in C Qyr,; C, We have
D q
220:,Q0b,=¢;80di (2,01 —1Qu;)
i=1 j=1
(c,,djé C’;IEjeA).

After subtracting from the ; suitable elements of %, we may assume that
x;€ M, whence @;/2€ C, so that (still in CQ®y(ey; C)

z(2a¢‘®bi——zc,-@dj(%@l——l@?;—’)) —0.

If we know that z is a regular element in C'®y,y; C, then it follows at once
that X a;®4,b;=0, and we are done. But z is regular in C, i.e. C is a flat
k[[2]]-module, so C'®prre; € is also a flat k[[z]]-module, and hence z is
regular in C'®yrpe1; C. Q. E.D.

CoroLLARY 4.8. Let A, A be as in Theorem 4.6, and assume that A
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s @ finitely generated A-module. Then the Arf closure of A coincides with
the strict closure of A in A.

COROLLARY 4.9. Let A and A be as in Theorem 4.6, and let B be a
flat A-algebra such that B is a one-dimensional semi-local Macaulay ring
such that B®4 A is integrally closed in its total ring of fractions. Then:

(i) If A is an Arf ring, so is B.
(i) If 4 is a finitely generated A-module, and A’ is the Arf closure
of A, then BQy A’ 1s the Arf closure of B.

(4.8) and 4.9 follow easily from 4.3, 4.4, 4.5 and 4.6).

Remarks. Corollary 4.9(i) is stronger than Proposition 2.8, provided
that 4 contains a field. For, as in the proof ef 4.6, we have 4 — [ J 4, and

n=0

similarly the integral closure B of B is |J B,; but under the conditions of
n=0

2.8 (cf. proof of 2.8) B,=B®4A4,, whence B=B®, 4.

Does 4.9(i) still hold when A does not contain a field? It might be
easier to answer this question than the corresponding one for Theorem 4. 6.

] & %

The next lemma indicates that one-dimensional local rings should play
a special role in questions about strict closure. Recall that a noetherian ring
4 is said to satify condition (S;) if the ideal (0) has no embedded associated
prime ideals, and A satisfies condition (S,) if 4 satisfies (S;) and furthermore
no principal ideal generated by a regular element in A has embedded asso-
ciated primes.

LemmA 4.10. Let A be a noetherian ring satisfying condition (S,),
and let A be the integral closure of A in its total ring of fractions. Then:

(1) A s strictly closed in A if and only if Ap is strictly closed in
Ap=A QR4 Ap for every prime ideal P in A such that Ap has Krull dimen-
ston one.

(ii) A satisfies the condition (#) in Definition 2.1 if and only if Ap
satisfies (#) for every P as in (i).

Proof. (i). If A is strictly closed in 4 then Ap is strictly closed in Ap
by 4.8. Suppose, conversely, that Ap is strictly closed in Ap whenever
dim.Ap=1. Let €4 be such that t®1=1®2 in AR, 4; we want to
show that € 4. Set a—wu/v (u,v€ 4; v regular) and let I be the ideal
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{wed|wre A}, Thenul Cvd, soif ¢ A, i.e. u¢ vA, then I is contained
in some associated prime ideal P of vA ; since 4 satisfies (S;) and v is not a
unit in 4, we have dim. Ap=1. But (2/1)®1=1® (z/1) in Ap®4, Ap
whence, Ap being strictly closed in Ap, #/1€ Ap, i.e. I L P. This contra-
diction shows that z € 4.

(ii) We prove first that of A satisfies (#) and if S is a multiplica-
tiwely closed subset of A, then also the ring of fractions Ag satisfies (#).
Indeed, let e =a/s, y=>/s, z=c/s be elements of As (a,b,c€ 4; s€8)
such that y and 2z are integral over the ideal z4s. We must show that if =
is regular in Ag, then yz € xAg. It is easily seen that for some s’ in S, &'b
and s’c are integral over the ideal a4, and so, since A satisfies (#), our
conclusion would follow immediately if a were regular in A.

It suffices to show that a + d is regular for some element d in the kernel
K of the canonical map 4 — Ay since a/s= (¢4 d)/s for any such d.
Let py, po,- * 500 05005+ 5007, P07 -+, pw”’, be all the minimal
prime ideals in A, the notation being such that

4

KCpups - 5 KEEpl,pds - omlp o pw”s
a€ps o’y adp, s pe.

Note that a¢ p; (1=4i=n), since otherwise ¢ would be a zerodivisor in
A/K C Ag, contrary to the assumption that o =a/s is regular in 45. Now
let d be such that

deKﬁpl”ﬂpz”ﬂ' . 'ﬂpn"”
dﬁfpl’Upz’U~ - U py.

Then a -+ d does not lie in any minimal prime ideal of 4 and so, since A4
satisfies (S:), @ + d is regular in 4, as required.

Thus, if 4 satisfies (#), then Ap satisfies (#) for all prime ideals P
in 4.

Next, assume that Ap satifies (#) whenever dim. Ap=1. Let 2,9,2€ 4
be such that z is regular and both y and z are integral over the ideal 24 ;
we want to show that yz € 24. Let I be the ideal {w€ 4 | wyz€ zA}. Then
yzl C oA, so if yz¢ x4, then I is contained in some associated prime ideal P
of zA; since A satisfies (8.), dim.Ap—1, so Ap satisfies (#) and hence
y2dp CaAp, i.e. I L P. This contradiction completes the proof. Q.E.D.

Eemarks. (a) It is easy to check in 4.10(i), that Ap is the integral
closure of Ap in its total ring of fractions. (Use the fact that A satisfies (8,)).
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(b) If P is a non-maximal prime ideal of A4, then A/P is infinite,
since every finite integral domain is a field. Hence the local ring Ap has an
infinite residue field, and if also dim.Ap=1, then Ap satisfies (#) if and
only if Ap is an Arf ring.

Thus, and in view of 4.5 and 4.6, 4.10 gives:

THEOREM 4.11. Let A, A be as in 4.10, and assume that A contains
a field F (with 1,€ F). Then A s strictly closed in A if and only if Ap
18 an Arf ring for every P as in 4.10; and in particular if A has no mazimal
wdeal P such that A/P is finite and dim.Ap=1, then A is strictly closed
wn A if and only if A satisfies the condition (#) in Definition 2.1.

5. Connections with saturated rings. We first recall some terminology
from Zariski’s theory of saturation of rings (cf. [6]).

Let A be a one-dimensional Macaulay local ring, with maximal ideal M,
and let A be the integral closure of A in its total ring of fractions F. We
suppose that there is given a subfield K of F, containing the element 1 of 7,
such that F is finite-dimensional as a K-vector space and such that 4 is integral
over R=A NK. R has a unique maximal ideal, namély Mg=MNK; we
shall suppose also that B/Mp is an infinite field.

Let Q be an algebraic closure of K. There exist finitely many K-algebra
homomorphisms ¢ : #— Q. For each such ¢, ¢(F) is a subfield of Q con-
taining K, and (4) is a one-dimensional local subring of ¢ (¥) containing,
and integral over, B. Let F# be the compositum of all the fields v (F) (v
running through Homg a, (R, Q2), and let vy,v,, + -, v, be all the (non-
trivial) valuations of F# which are non-negative on E. The v; are discrete,
rank one, valuations, finite in number, because the integral closure R# of R
in F# is the same as the integral closure of any ¥/(4), and hence (by the
theorem of Krull-Akizuki, cf. [2, Ch. 7; pp. 29-81]) R# is a semi-local
Dedekind domain.

For elements 5, ¢ of F, we say that » dominates ¢ (with respect to K)
if, for any v; as above, and any two K-homomorphisms ¢;, i of F into Q
(hence into F#) we have:

vil i (n) — e (n) ] Z va[9;(&) — v (O) 1.

Finally, 4 is saturated with respect to K if A contains every element of A
which dominates an element of A.

ProrosiTioN 5.1 (Zariski). With notation as above, if 4 is saturated
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with respect to K then A s strictly closed in A (i.e. if €A and @1
=1Quz in AQsA, then € A).

Proof. Let € A be such that 2®1—=1®z in A®,4; it suffices to
show that # dominates some element of A. The kernel of the canonical map
AQpA—> AQ®, A consists of all sums of elements of the form

ac®@b—aQ@cb— (a®b) (c®1—1Q¢) (e, b€ A;ced).

Thus, in 4 @z A, we have

h
2Q®1—1Qz =3 (a:®b;) (c:®©1—18¢)
i1
((lt,thJI;CtG A_)

From any two K-homomorphisms yj,ys: F—Q, we obtain a homomorphism
Ui ®yy: A ®r A —>Q, which applied to the preceding equation gives

h
¥3(2) —vu(@) = Zvs(a) ¥ (be) Y5 (0) — ()]
It follows at once that z dominates ¢ € A, where ¢ is given by:

LeMMA 5.2. With A, R, Mz as above, let ci, Csy * +, ¢y be any elements
of A. Then there exists an element c € A such that ¢ is dominated by each
one of €, Cz° * *, Che

Proof. (cf. [6; p. 971, Prop. 1.6]). Let V be the E-submodule of 4
generated by ¢y, Cs,¢ * , 0. For each vy, ¢y, Y5, as in the definition of domi-
nation, set

Vigpg={2€ V | vi(¢5(2) — 91 (2)) >1g1ti£h[w(t/ff(0t) —yn(ce)) 1}
Then Vg is an R-submodule of V, and V54V since at least one ¢; is not
in Vijk-

Now V/MzV is a vector space over the field B/Mp (which is an infinite
field, by assumption) ; and if f: V— V/MgV is the canonical map then, by
Nakayama’s lemma, f(Viz) 5= V/MzV, so that

V/MrV #iLijf (Vigr)
whence w

14 #iU Vit

2 Ik

Any ¢ in V lying outside U V;j will be as required. Q.E.D.
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CoroLLARY 5.3. If A is saturated with respect to K, then A is an Arf
ring.

Proof. This results from Propositions 4.5 and 5.1. A more direct proof,
avoiding altogether the notion of “strictly closed”, follows easily from the
identity

1(Z) — (L) = 4D s () — 9D T+ 95 [s(0) —0a ()]

— (D95 0y (@) — (@)1

(Cf. Definition 2.1; and use Lemma 5.2 with ¢; =2, c,—=y, ¢c;=12).
Q.E.D.

* * *

Suppose now, for simplicity, that 4 is a complete one-dimensional local
domain. It follows from 5.8 that the saturation Ax of A (= smallest sub-
ring of 4 containing A and saturated with respect to K) always contains
the Arf closure A”. A’ may or may not be equal to Ax, as is shown (in a
strong way) by the following example: .

Let k[[¢]] be the power series ring over an algebraically closed field %
of characteristic zero, and let 4 =Fk[[z,y]] CEk[[t]], with

— i
Y =12+ @, 89 - a0 - - - (a;:€ k),

where p < g are two relatively prime positive integers. (4 is the local ring
of an algebroid plane curve with one characteristic pair.) The saturation 4
of 4 with respect to k((¢?)) is the smallest ring among those of the form
Ay((zy) with 0542€ M (cf. [6; Corollary 1.10]). One checks that

A —E[[tr, 19, torr, 422, - - ]7.

Now A’=A4 if and only if A’ and A have the same semigroup of values.
By 3.7 and 3.8, the semigroup of 4’ is

0, pro; pro + pra; pro + pa = pras* *
where po, py, p2, ¢ - is the multiplicity sequence of A. This sequence is found
as follows: let
q=ap+b 0<b<yp

p=cb+d 0=d<b
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(Euclidean algorithm). Then

Po=pr==" " "pg1 =170
Mg == Pg41 =" '=I-La,+c~1=b
Mgro=" " * =d ete. ete.

From this we conclude easily that: A’=A if and only if g==+1 (mod p).
* * *

We conclude with an example of a family of equivalent, non-isomorphic,
plane curve singularities whose Arf closures are equally non-isomorphic.
Recall that two plane algebroid curves have equivalent singularities if and
only if they have isomorphic saturations [6; §2]. The example shows, then,
that the operation of “Arf closure” does not serve, as saturation does, to
“kill the moduli” of equivalent plane singularities.

Let & be a field of characteristic zero, and let k[[¢]] be the power
geries ring in one variable over k. Let n be a positive integer and let
== (1,85 * *,0,1) be a sequence of elements of k. Set

A =As=F[[z,y]]
where

@ = {2+t

Y = f3n+2 _I_ d1t3”+3 + a2t3n+4 _I_ .« .. _I_ a%_lt'inu.

Then A represents a plane algebroid curve with one characteristic pair
(8n+1,3n+42). If 4, is the quadratic transform of 4, 4, of A;, 45 of A,
ete. . ., then the multiplicities of A4, A4, 4, A5, - - are easily seen to be
qn+1,n-+1,n1,- - - (Ap=Fk[[t]] for r=3). From this (cf. 8.7 and
3.8)—or by direct computation—we find that the Arf closure of 4 is

A’ =Ad —=k[[z,y]] 4 t**E[[?]].

Now let B==(by, b3 - *,bna) be another sequence of elements in k. We
write a=p if there exists an element ¢540 in k such that

(al; Q" * a”ﬂ/—l) = (Cbl’ 02b2: ) Cn_lb'ﬂ/—l)'

It is clear that if a=pg then Ap is mapped isomorphically onto A, as Ag’
is onto 4/, by the k-automorphism of k[[¢]] which sends ¢ to ¢£. Conversely:

If as=p, then Ay’ and Ag’ are not k-isomorphic (and a fortiori A« and
Ag are not k-isomorphic).
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Indeed, if As” and Ag" are k-isomorphic, then there exists a power series
7 of order 1 in k[[¢]] such that

(i): e Ay
and

(1) s 732 p pyr®md oo o o LBy, g7t € AL

Setting
r=ct(14+dit 4 dot? - + - dpuat™t - - )

we see at once, from (i), that dy=d,=+ - -=d, =0, and hence that

3n+2 + b173n+3 + .. _l_ bn_11.4n+1 = c3n+2 (t8n+2 __]_ cb1t3n+3 + PPN
-+ ¢ b, t¥*t)  (modulo #47+2).

From (ii) it then follows that

(@1, @950+ * 5 nq) = (Cby, by, * * +, " hyq). Q.E.D.
One last remark: if % is algebraically closed and if (@i, @ * *, @y,
by, bsyt ¢, byq) are independently transcendental over the prime subfield of

k, then 4," and Ag" are isomorphic, since there exists an automorphism 6 of %
with 8(a;) =b; (1=1,2,- - -,n—1), and 6 can be extended to an auto-
morphism of E[[¢]] leaving ¢ fixed. On the other hand, if n=3 then
as= B, so that 44" and Ag” are not k-isomorphic. It follows that there is no
automorphism of A, extending 6. Thus Arf rings can be less “rich” in
automorphisms than saturated rings (cf. [6, Theorem 1.16]).

PurpUE UNIVERSITY.
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